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Analysis of Hot-Potato Optical Networks
with Wavelength Conversion
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Abstract—The performance of wavelength routed optical net- for the correct output fiber to become available. If buffers
works (WRON's) employing packet switching critically depends gre insufficient, the packet is either discarded and lost, or

on packet contentions at the intermediate nodes. This paper __. S
shows that, when the active nodes are provided with a number misrouted (deflected) [1]. Wavelength conversion is another

of optical receivers/transmitters equal to the number of wave- technique to handle blocking in multiwavelength optical net-
lengths, routing without buffers, known as hot-potato [1], in  works: if the correct output on the wavelength the packet is

conjunction with full wavelength conversion becomes an inter- coming from is not available, the packet may be converted to

esting option to solve contentions in packet switching WRON'’s . . .
with regular meshed topologies, such as Manhattan Street (MS) another available wavelength on the desired output fiber.

network and ShuffleNet (SN). We analytically compare three ~ Wavelength conversion has been shown to reduce the prob-
implementations of the access function: 1) local arrivals are ability of blocking in both circuit-switching [2], [3] and packet
centrally managed with tunable transmitters, 2) local arrivals are switching wavelength routed optical networks (WRON’s) [4]

centrally managed with fixed transmitters, and 3) local arrivals . . "
are eveynly sp“? among fixed, independently ma%aged transmit- [5]. The effectiveness of such reduction critically depends on

ters. The analysis shows that the simpler access scheme 3)the topology, and meshed topologies enjoy the largest gain
surprisingly, gives better throughput/delay results at high loads from wavelength conversion [2].
than the centrally managed schemes. Results also indicate that, by This paper analyzes the performance of packet switching

using more than four wavelengths, a 64-node MS or SN network , . . .
can work at full load with a delay which is within one hop of its WRON’s without buffers and with wavelength conversion.

lowest achievable value. The probability of deflection can be made It is shown that, when the active nodes are provided with
quite low by increasing the number of wavelengths. Another a number of optical receivers/transmitters equal to the number

interesting finding is that delay-line optical buffers at the node of wavelengths, routing without buffers, known hst-potato
are a much more effective way of solving contentions than using : ’

wavelength conversion: four or more wavelengths are needed in _[1]’ in c.:onjunc.tion with wavelength cqnversion becomes an
nodes without buffers and with wavelength conversion to match interesting option for meshed topologies such as Manhattan
the performance of nodes with one delay-line optical buffer per Street (MS) network and ShuffleNet (SN).

wavelength and without wavelength conversion. However, optical The multiwavelength multihop network under study can
buffers increase the accumulation of intraband crosstalk and am-

plified spontaneous emission noise, while wavelength conversionP€ thought of as a stack of,, identical parallel networks,
can provide noise suppression and signal reshaping. Hence, inone per wavelength. Packets can be routed from one network
WRON'’s with a small number of wavelengths, and when the g the other through wavelength conversion at each node. A

transmission is feasible, it may be preferable to use optical buffers _. : . :
without wavelength conversion. On the other extreme, buffers simple but rigorous teletraffic analysis based on the structure

are not needed with a large number of wavelengths and with full ©f the optical node is provided. Each node performs both

wavelength conversion. access and routing functions. Access consists of the regulated
Index Terms—Deflection routing, wavelength conversion, wave- transmission of they,, packet streams of Wh'.Ch the noqe IS
length routing. source, which are handled b, optical transmitters. Routing

consists of the proper selection of the output wavelength and
fiber both for transiting and for locally generated packets. We

assumdull wavelength conversion, i.e., every packet can be

I HE performance of packet switched multihop opticglonyerted to any of the,, available wavelengths.
networks critically depends on the temporary blocking We analytically compare three schemes for the access
of packets at the nodes caused by routing contentions. SL'J& ction:

blocking is usually handled by buffering the packets waiting .
1) the locally generated packet streams are jointly handled
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Fig. 1. Logical structure of the node.

The analysis shows that the simpler, less gréeatycess fibers. The incomingn,, wavelengths from each input fiber
scheme 3) gives better throughput/delay results at high loats spatially demultiplexed and sent to a stack gfmodules.
than the more complex schemes 1) and 2). This is due Wdgthin each module, the functions of packet drop (absorption),
the fact that access is performed independently of routirggld (injection), wavelength switchingh{conversion), and
and before it. Hence, maximization of the number of injectespace switching (routing) are sequentially andependently
packets may reduce the contention resolution capability of therformed. Packets are finally remultiplexed onto the output
wavelength conversion block. fibers. The node operations are time slotted, and packets

Results also show that slotted hot-potato meshed netwo(kalled cells) have a fixed size and are aligned at the node
with 64 nodes with more than four wavelengths and waveiputs.
length conversion can work at full load with a delay which is Shortest-path routing is adopted. For each cell, one or both
within one hop from its lowest achievable value (no defle@utput fibers may lead to its destination in a minimum number
tions). The probability of deflection can be made quite low bgf hops. A cell that can take either output islan’t care cell
increasing the number of wavelengths. A cell that has only one preferred output icare cell Slots

The paper also shows that delay-line routing buffers at tlo@ each wavelength at the input of the node can be empty (E),
node are a much more effective way of solving contentioan carry a cell for the node (FN), or a cell that cares to exit
than using wavelength conversion: four or more wavelengtbs output 1 (C1) or output 2 (C2), or a don't care (DC) cell.
are needed in nodes without buffers and with full wavelength The absorption block removes the FN cells. It is assumed
conversion to match the performance of nodes with one deldiiat there is one receiver per input wavelength, so that all cells
line optical buffer per wavelength and without wavelengttestined to the node can be removed.
conversion. However, delay-line optical buffers increase theThe injection block transmits the locally generated cells
accumulation of intraband crosstalk and ASE noise, whibecording to its specific access scheme. Injections can take
wavelength conversion can provide noise suppression and gitgce only on E slots.
nal reshaping [6], [7]. Hence, in WRON'’s with a small number The wavelength conversion block interconnects all modules,
of wavelengths it may be preferable use optical buffers withoahd has the task of rearranging the cells on the various wave-
wavelength conversion, when the transmission is feasible. @mgths so as to eliminate as many output fiber contentions as
the other extreme, buffers are not needed with a large numbpessible within the modules. A contention occurs in a module
of wavelengths and with full wavelength conversion. Hybrigvhen there are two care cells with the same output preference,
solutions using both buffers and wavelength conversion [éjther (C1, C1) or (C2, C2).
may be the best solution in intermediate cases, but furtherFinally, the routing block in each module is a simple
work is required to quantify the tradeoff. unbuffered 2x 2 switch. In case of output contention, one of

The remainder of the paper is organized as followthe cells is selected at random and deflected to the undesired
Section Il presents the structure of the node. Section 11l detaflert [1].
the three access blocks. Section IV gives the wavelength
conversion algorithm used at each node. Section V preseﬂt.slmplementation with an Optical Packet Switch

the detailed analysis for access scheme 1). Section VI extends ) L _ .
the analysis to the other two access schemes. Results foPn€ Possible physical implementation of the above logical

the regular meshed topologies MS and SN are presented'ffl® Structure is shown in Fig. 2. Some power from the
Section VII, and Section VIl contains the conclusions. optically demultiplexed inputs is tapped off for electronic
header processing and control. Suitable electrical signals are
Il. NODE STRUCTURE generated in this block to control the optical switches. In
The performance analysis will refer to the logical structur%%zgﬂog;lﬁegg;mZE:; bgofl g:{:ﬁg db (t)c))( 'tr;]ethig:jggrﬁl’v:ilés
of the node shown in Fig. 1. The node has two input and out . ) .
9 P ptHe 2 x 2 routing switch. Cells destined to the node are
1A greedyaccess scheme is one that tries to maximize the number r@celved (ORX)' and cells selected for Wavelength SW'tChmg

injected packets at each slot. are routed to a rearrangeably nonblocking (RNB) optical
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Fig. 2. Physical implementation of the node, utilizing an optieal x n,, switch. Symbols used: H-RX—header receiverx12 and 2 x 2—optical
switches; OTX—optical transmitter; ORX—optical receiver; WC—optical wavelength conversion; Mux/Dmux—optical multiplexer/demultiplexer.

N X 1, SWitch? whose outputs are connected to fixed optical S ~
wavelength converters (WC). The switch acts as a selector for = 22 :7‘1 [~
the appropriate WC for the cell. ‘ i

A fixed optical delay must be present on the optical paths
inside each module, in order to keep synchronization with cells
that get wavelength converted.

Although we placed the optical transmitters (OTX) before
the opticaln,, x n,, switch for consistency with the logical
node scheme, for a better quality of the injected optical cells it
is advisable to place the OTX's after the switch. In this case,
the wavelength conversion algorithm controlling thg x n,,
switch (which knows ahead of time which cells are ready at
the OTX'’s) actsas if the local cells were placedefore the |
switch, although they are physically placed oalfger it. — }

Note that this scheme uses, OTX's, n,, ORX’s, and ! i :
n., WC’s. The wavelength converters can be omitted (with
potential cost savings) if the switching is performed in the
electronic domain, as shown next.

A,

Fig. 3. Physical implementation of the node, utilizing an electranicx n,,

. . . . switch. Optical paths in thick lines, electrical paths in thin lines. Notation
B. Implementation with an Electronic Packet Switch as in Fig. 2. Other symbols used: PD—photodetector; TX/RX—electronic

An alternative physical implementation of the logical nodgansmitter/receiver; header recognition block omitted for simplicity.

structure is shown in Fig. 3, where the header recognition

and processing block has been omitted for simplicity. Thi serve also as wavelength converters. A fixed optical delay must

lines indicate optical paths, thin lines electronic paths. T g present on the completely optical paths, in order to keep

main difference from Fig. 2 is the presence of an Rat&ilog syncr:ronlfhatlontwr;th dcegs t?lat ge: electronlcallyi C?Evertledtand_
T X Ty €lectronicswitch. In this semitransparent node, cendraveiengtn switched. such analog passage 1o the electronic

without contention and not destined to the node remain ﬂgzam Zan be fast_,dsmce_ the cell hee_xder hﬁs alrr(]ead.y be;an
the optical domain while cells both destined to the no ad, and can provide noise suppression and reshaping [7].

and selected for wavelength switching are converted to t € t'SSl.Je as.t tﬁ whetbhler :,he CO.St of thelgngll;)/g qnbu:‘fered
electronic domain by the same receiving interfaces (PD), afig cironic switch capab'e ot cartying, say, S slgnais per
routed either to the receiving blocks (RX) for detection, or t put port can be Iower_ than that of its optical counterpart plus
the electronic switch. Either the signals out of the eIectron‘ at of the stack of optical wavelength converters is open, and

transmitters (TX) or those from the PD’s drive the modulatOtI e answer depends on technology [8].

of the stack ofv,, fixed optical transmitters (OTX), which thus
Ill. A CCESSSCHEMES

2Since the system is slotted, and slots are aligned at the input, the switch . . . . .
settings must be changed at each slot. Thus, a strictly nonblocking switch isConS|der the |Og'cal node structure in Fig. 1. The node is

not needed, and a RNB switch serves the purpose. source ofn,, local cell streams.
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First we will assume the node has, tunable optical thosea — b modules and the modules ¢h If ¢ > a — b all
transmitters and consider a pooled management of the injectiorrontentions get removed. Elge- b — ¢ contentions are left
of local cells (PI) in order to maximize the number of injected in .4, which will causea — b — ¢ deflections at the routing
cells per slot over all wavelengths. Let< G < n,, be the block.
number of local cell arrivals per clock. L&t < V < 2n,, /* END */
be the number of empty input slots after the absorption block.Note that contentions are never created by swapping. The
Then a numbef = min(G, V') of new cells are injected at theprocedure ends with at most < n,, swappings, that ifa
node, placed at random among the availabilempty slots. wavelength conversions, and has computational complexity
We assume cells in excess of the available injection slots WOCn,,,).
discarded. In the Pl scheme it may happen that two new cells
are injected on the same wavelength.

Next, we will still consider a pooled management of in- )
jections, but the node has, fixed transmitters, one per We assume the numbeF of local cell arrivals per node
wavelength. We label this case as pooled per-waveleng%eaCh clock is a binomial rand(_)m vana_ble (RV)_ w!th trial
injections (PPWI). A transmitter can inject a new cell onljumber ., and success probability, which we indicate
if there is at least one empty slot at that wavelength aftéfith Bin(n.,, g). This corresponds to having, independent
the absorption block. Led < W < n, be the number Bernoulli fluxes of intensityy. We assume the destinations of
of transmitters that can inject a new cell. Then a numb8fW cells are independent and uniformly distributed over all
I = min(G, W) of new cells are injected at the node, placef€Work nodes excluding the source. L&, be the fraction
at random among thé” available wavelengths. Cells in exces®f DC destinations, i.e., those that can be reached from the
of the available wavelengths are discarded. source from either output link in the same m|n|mql number

Finally we will consider the simplest case of independe®f Nops. We assume the topology of the network is regular,
per-wavelength injections (IPWI): we assume the node hwdich ensures that half of the remaining care destinations will
n., fixed transmitters, and each transmitter handles a singl€ for output 1 and half for output 2. N
local cell stream, independently of the other transmitters atD€fine v as the input slot utilization, i.e., the probability
the node. If local blocking at that wavelength occurs, the cdffat a slot from an input fiber carries a cell. LEj. be the
is discarded. Such a scheme is the simplest, and does Ri§Pability that such input cell is DC, andthe probability
maximize the overall number of injections. that such input _ceII is FN. At every cloc_k, label the slots from

Note that the physical node implementation in Figs. 2 arlfi€ two input fibers (after the absorption block) Bs j =
3 refers to schemes PPWI and IPWI, while scheme Pl would 2 - 27 We make here the usual key assumption that
require extra hardware, although it will be shown to perforif€Z;'s are independent random variables with identical prob-

worse than the other schemes. abl'lty distributionf; = {P{Ij = 8}, s € {E, DC, C2, C]}}
[9]. This assumption leads to accurate results only when

the topology is regular and the input traffic is uniform, as
IV. WAVELENGTH CONVERSION ALGORITHM in our case. More realistic nonuniform traffic patterns are

To solve contentions and avoid deflections at the routif§ch more complex to model. The uniform traffic assumption,
block, the node controller after header detection uses thgwever, allows simple comparisons of node structure and

following algorithm to determine the appropriate wavelengtfPntrol algorithms, and the conclusions usually hold true in
conversion of cells. most nonpathological nonuniform traffic scenarios [10].

/* BEGIN */ From the above definitions, one gdis= {f.(E), f:(DC),
Step 1) £i(C©} = {1 —u(l — ), uPye, u(1l — Pgc — r)}, and it is
Group modules with contending input cells according to tqlssumed that, among care cells, outputs 1 and 2 are equally

cells’ preference in two sets: the sétof those whose input (Ialyt.h followi th let vsis for th
cells are (C1, C1); and the sBtwith input cells (C2, C2). n the Toflowing, we carry on the compiete analysis tor the

Let « be the number of elements id, and b that in 5. case of pooled injections (PI), and in Section VI we consider

Assume that > b (reverse the reasoning otherwise). the simpler PPWI and IPWI options.

Group modules without input contention in two sets: the set o

C of those that do not contain a single C1 input cell, and tffes Slot Utilization

setD of those that do. Let be the number of elements¢h At steady state and with uniform traffic, at each node
Step 2) and clock time, the average number of absorbed cells per
Select at randond modules inA. For each of them, swap wavelengthS,,,s must equal the average number of injected
one of its input C1 cells with one of the input C2 cells otells S;,;, their common value being the throughput per node
a corresponding module i, thus removing contentions per wavelengthS. Since on averagew cells destined to

in both modules. Swapping is achieved by interchangirige node reach each wavelength from each input and are all
the wavelengths of the two cells. Aftér swappings, all absorbed, we hav&,;,s = 2r«. By Little’s law, the throughput
contentions inB are removed. Ifa = b terminate the per wavelength in two-connected networks is easily shown to
procedure, else — b modules with contention are leftid. be S = 2u/H [9], where H is the average number of hops,
To further reduce contentions, repeat the swapping betwesnthat one immediately gets:= 1/H.

V. ANALYSIS
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Recalling from Section Il that/ = min(G, V) is the Therefore, the probability that a slot at the input of the
number of injected cells in the Pl case, the average numbercohversion block carries another care cell is
injections per clock at the node can be expressed as:
fi(C) = fiC) + f( B)P{UI(L — Puco) (5)
Ny Sing = Elmin(G, V)] (1)
since the slot either already carries a flow-through care, or it
where by the independence assumption the RV is js empty and is filled with a new care cell.

Bin(2n., fi(£)). The expectation in (1) is evaluated by |et us now evaluate the deflection probabilify A de-

conditioning onG as follows: flection occurs if the TC enters the conversion block in a
) module with another competing cell, and the contention is not
Elmin(G, V)] resolved by the conversion block. Referring to the set labeling
o . in Section IV, the module hosting the TC belongs to get
- 2 PG =1} where contentions may remain after the block.

Let us consider the configuration of slots at the input of
! . the wavelength conversion block. One module.4Anhas a
PV =3} - (2 contention that involves the TC. Also, there are- 1 more
0 modules in.A, b modules in3, and ¢ modules inC. The
conversion algorithm has thus+ ¢ modules to swap with
modules inA4, and ifa > b+ ¢, thena — b — ¢ contentions

1—1 i—
x | Y PV =gy +i|1-
=0

j=

Solving the equatiorb,,s = S;,; gives an implicit expres-

sion for u in A cannot be solved. Since modules with a contention are
HE[min(G, V)] selected at random for swapping, then the probability that the
“= 2w ’ ) TC belongs to a module in which a contention is not solved
is (a —b—c)/a.
B. Deflection Probability Hence, the probability’~ that a contention remains in the
Because of the regularity of the considered topologies and module after the conversion block is

the uniform traffic assumption, the global network traffic is a—b—c

a merger of independent, statistically identical traffic streams FPo = Z TP(C% b, c) (6)

directed to each destination. Any cell will betgpical cell, $

whose trajectory toward destination can be modeled as
random walk in a homogeneous “gas” of interfering cells [9
[11], [12]. We now evaluate the deflection probabilifyof a a
flow-through test cell (TC) entering an intermediate node :’.-II.E

which it is care, and the deflection probabilitly of a care contentior}. Let & = {a module is inA}. Let & = {a

TC at its injection node. - a o _
Refer to Fig. 1. The flow-through care TC is at one of threnOdUIe 'S mB}. Let & = {a module is inC}. Let &, = {a
module is inD}.

2n., Inputs and crosses the absorption and injection bIOCkS'Since injections are operated at random on the available

reaching the conversion block. empty slots, the slots at the input of the conversion block

Since the TC is flowing through, injections can occur only ;T :
! . emain independent random variables, as they were before
on 2n,, — 1 slots. Let us fix our attention on an emptyin'ection Hence, we have (7) shown at the bottom of the
slot present at the input of the injection block. We want the : '

probability of the event/ = {the slot at the output of the n?;é;;ﬁte’ Vl\f[hiiree;r;ﬁ tesr(ra:r’larl]nﬂs]g?are brackets is a multinomial
injection block is filled with a new cell/it was empty at thep Y y

fieres = {(a,b,c): 1 <a+b+c<ny;a>b+clisthe

et of feasible triples where contentions remain for the3TC,
d whereP(a, b, ¢) is the probability of the tripl€a, b, ¢).

is can be evaluated as follows. L& = {TC has an input

input}. (PIEY — F1(C)/2
Let V" be the number of empty slots besides the one we are (&0} =1i(C)/
considering. Ther?’ has a binomial distribution Bi2n,, — P{&} =P{&} = (fl(C)/2)?

2, f;(E)). Since, givenV = j andG = i, the probability that

our empty slot is filled out of +1 empties isnin[i/(j+1), 1], P{&s} = (1= JI(©)/2) = (JI(©)/2)* = (1 - Ji(©))

we have P&} =2(£i(C)/2)(1 - fi(C)/2)
=1— P{&} — P{&} — P{&).
P{U}:E[min <~i, 1)} N {& {&2} (&}
o V+1 (8)
M
= Z P{G =1} 3For programming purpose&can be found as follows. Fik < a < ny, (it
i—1 ) ' must be larger than 0 since the TC is4). Then select the number of modules
in B:0<b<a—1. However it must also be + b < n,,. Hence, we take
2, —2 R 2y, —2 P{f/ = j} 0 < b <min(a—1, ny,—a). Finally we select the number of modulesin
x | 1= Z P{V = 7‘} +1 Z ———|. 0<c<(a—b)—1.If cislarger than this, all contentions can be eliminated.
) o J+1 Also we must have: + b + ¢ < n,,. Hence, the sef can be expressed as

i=i i=i

S={(a,b,¢): 1 <a<Ne;0<b<min(a—1ny—a)0<e<
(4) min(a —b—1, ny —a —b)}.
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The TC is then deflected if it loses the coin toss at theas an (E, C1) or (C1, E), and the E was filled with a C1
routing block, i.e., with probabilityl = P /2.

As for the initial deflection probability of a care TC at <f<(C)>2 £(C) P{UY(1 — Pieo)
K3 +2 C!

2

2

its injection stepdo, this is obtained as in (5)—(8), the only P{&1} = 5 fi(E) - (11)
difference being in (4), where no#, the number of local

cell arrivals per clock excluding the TC, cannot be more than -~

e — 1, i.e., is distributed as Bim, — 1, g). By. syr_nmetry,P{&_} = P{Sl}. Now, the probability thqt the
E is filled, P{u(}, is slightly different from casefy, since
now the numberV of available wavelengths for injection

C. Throughput and Delay Evaluation (excluding the one under consideration for evéptis W =

The previous results can be put together to get the desired’™ Y; where RV.X is distributed as Bifn., —2, 1 — (1 -
expressions of the throughpffit(g) and the hop delay)(g) fi(E))*) and accounts for the avaﬂaple vyavelengths except
as functions of the parametg; the generation probability. the TC wavelength; and where the RVis Bin(1, f;(E)) and
The procedure involves the solution of ax2 2 system of accounts for the TC wavelength. .
nonlinear equations. We start with an initial guess of the WWe use (4) again wher¥ is replaced by’
quantities[d, dg]. Then, given the regular topology, solving
an absorbing Markov chain whose states coincide with the P{u} :E[min( _ G 1)}
network nodes, as detailed in [9], the average number of hops W1

H and the probability of don't car,. can be easily obtained ] G

as functions ofld, dy] only [9]. Thenr = 1/H is obtained. =P{Y =0} x E{mm <X—+1’ 1)}

Next v = u(g, r) is evaluated as outlined in Section V-A. a

Finally, new values fofd, dy] are obtained as in Section V-B. +P{Y =1}E [min <X 3 1)} . (12

The process is repeated up to convergencglofl].

Now consider evenfs. We have
VI. SIMPLER ACCESSSCHEMES

The next two subsections extend the analysis to the simpler FON? (O
access schemes PPWI and IPWI described in Section III. P{&} = <1 — fi(B) - T) - <T>
fi(C) 2
A. Pooled Per-Wavelength Injections + {2<1 T 9 fi(E) ~ fi(E)
Let us consider the case of pooled per-wavelength injections o (1 P{U}(1 — Paco) (13)
(PPWI). The numbelV of wavelengths at which at least one 2

empty slot is at the input of the injection block has a binomial
distribution Bin(n.,, 1 — (1 — fi(E))*). The average numberpecause a wavelength after the injection block has no con-

of cells injected per node is, as in (1) tentions nor C1’s if this is true when injections cannot take
_ place [expression in square brackets, similar to that in (8)], or
NwSin; = Elmin (G, W)]. (9)  when they can (expression in curly brackets) and a C1 cell

. _ - is not injected (last expression in bracket&){i{} is as in
Now let us consider the deflection probability of a flowgases;.

through care TC. Equations (6) and (7) still hold in this case, Finally, to evaluate the initial deflection probabilitl;, we
but the probabilities of event§, through&, are different. use again (6) and (8), where the probabilities of evefts
Consider event, first. As in (8), we have through £, must be recomputed as follows. Since the TC
is generated and injected, then on its wavelength no other
P{&} = (fi(C) + [ EYP{US(1 — Puco))/2- (10) injection is possible and thuB{&,} = f;(C)/2.
In the evaluation ofP{&; } and P{&3}, we note thatZ in

The probability P{i(} that a slot after the injection block is (4) is now distributed as Bim., — 1, g), andW is distributed
filled with a cell is found as in (4), wher€ is now replaced by zg Bin, — 2, 1 — (1 — fi(E))?).

the numbedV of wavelengths, excluding the TC wavelength,
on which an injection is possible. This RV has a binomial o
distribution Bir(n, — 1, 1 — (1 — f:(E))?). B. Independent Per-Wavelength Injections
Now consider evenf;. A (C1, C1) after the injection block  Let us consider the cheapest option of noncoordinated per-
is possible only if it was already present at the input, or if thesgavelength injections (IPWI).

(n = DIP{E} ™ PLE)N PAE} PEJ M=)

P(a, b, c) = P{&} (m— DUk (ny —a—b—c)!

(7)
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Here the average number of cells injected per wavelength 100

simply is 05l '
5 90} SN64 Nw=
Sing = 9(1 = (1 = fi(E))7) (14) ol * Simulation
which is the equivalent of (1). For this case there is a closed- g 80| Theory
form expression for: [9] I 75 2
ey . 3 70} .
n= +?1(—T);) — (15)  Besy y
g ! g 60
(<]

In the evaluation of the deflection probabilitiyof a flow- @ 55 ;
through care test cell, (6) and (7) still hold, and the probabili- 5ol 15 |
ties of events, through&, are the same as in the PPWI case, 45 . - : .
(10), (11), (13), by simply changing{i{} in g. The evaluation 0.0 01 02 0.3 04
of the initial deflection probabilityl, is identical to that off, Througnput (packets/siay per wavelength
the only difference being in the expressie{&,} = f;(C)/2 @)
as in the PPWI case. 100

95| nW=
VIl. RESULTS AND DISCUSSION s0f MS64 g
851 o Simulation

In this section we will give teletraffic performance curves
for a 64-node ShuffleNet (SN64) and a 64-node Manhattan
Street network (MS64), which are known to have very similar
topological properties, and hence similar performance [10].

Monte Carlo simulations were performed [5] to validate the
accuracy of the analytical models, according to the method in
[11]. Simulation statistics were collected for 30 000 clock cy-
cles, after discarding 3000 initial cycles to allow for transients
to die out. 50+

Fig. 4 shows propagation delay in number of hops 45 . \ . .
against throughput per wavelength for increasing number 00 Tho" ot OI':‘ o 93 ' 04
of wavelengths with the IPWI access scheme. roughput (packetsfslot) per wavelength

The discrepancies in results between theory and simulation (b)
are in the range from 0 to 0.3 hops at maximum throughplE!'_9~ 4. Simulated and theoretical average hop-ddthyersus throughput
The discrepancies are mostly due to traffic inhomogeneitidd" the IPW! access scheme for (a) SN and (b) MS.
although the networks are regular, even in uniform traffic there
is a slight imbalance in the number of C1 and C2 cells received ) )
from the two input links of a module, so that the assumptid?luﬁers at the node [10], since wavelength conversion solves
of identical input distributions is violated [13]. Similar resultontentions and thus avoids deflections, as buffers do.
have been obtained for the other two access schemes. Note that using more than four wavelengths brings the hop

Fig. 5 compares all three access schemes in terms of G@INtH of within one hop of its lowest (zero deflection) value.
analytical curves fold versusS. The costly pooled injection ~ Fig. 6 shows deflection probability against link loadWe
(P|) scheme (SOlId |ines) performs worse than the S|mp|€pte that at ||ght loads the Pl scheme gives lower deflection
PPWI and IPWI schemes (circles and dashed lines, respBtobability, but as the load increases the less greedy schemes
tively). Since IPWI and PPWI perform very similarly, to avoid®PWI and IPWI give lower deflection probability, although the
confusion PPWI is shown only fot,, = 1, 2, 3. difference is small. This is because less injections allow the

Note that the average hop-deldy with wavelength con- conversion block to solve contentions more efficiently, thus
version improves with the number of wavelengthg. The reducing deflections. This means that a less greedy access
reason is that cells in contention have the possibility of beirgjrategy does improve the throughput/delay performance at
converted to available slots on other wavelengths withobigh load, a result similar to that obtained in [9] when
contention. The probability of deflection then decreases andgwmparing a hold-up access scheme to the traditional greedy
does the propagation delay, causing an increase in throughpgtess in single-wavelength hot-potato networks. In any case,

The first substantial improvement occurs when increasiftPWI and IPWI behave almost identically. Thus, the simpler
from one to two wavelengths, and then gradually, the inlPWI scheme should be preferred.
provement becomes more and more marginal for larger value#\s in Fig. 5, we note that the effect of increasing the
of n,,. This is similar to the improvement obtained in singlewavelengths is similar to that of increasing buffers in single-
wavelength deflection routing networks when adding routingavelength networks. We note for example that we can

8ol — Theory

75+

70}

Propagation delay H (hops)
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Fig. 5. Average number of hopH versus throughput per wavelength Fig. 6. Deflection probability at care nodes versus link utilizationu
[cells/slot] in (a) a 64-node ShuffleNet and (b) a Manhattan Street. NumHeells/slot] in (a) a 64-node ShuffleNet and (b) a Manhattan Street. Number
of wavelengths as a parameter;, = 1, 2, ---, 15. Solid lines—pooled of wavelengths as a parameter;, = 1, 2, ---, 15. Solid lines—pooled
injections (Pl); circles ¢, = 1, 2, 3)—pooled per wavelength injections injections (Pl); circles ., = 1, 2, 3)—pooled per wavelength injections
(PPWI); dashed lines—independent per-wavelength injections (IPWI); d@PWI); dashed lines—independent per-wavelength injections (IPWI).
lay-line—indicates a single wavelength network with one optical buffer per

node [11].

bl
=1
>

conversion to match the contention resolution capability of a
single delay-line.

keep the deflection probability below 18 with n, = 15 . :
wavelengths only at loads below = 0.2 in SN and 0.22 This is because the number of care cells stored in the buffer

in MS. As the load increases, deflections set in, even wiqpe ones causing contentions) can be made much smaller

a large number of wavelengths as can be observed in Figt.hén the number of care cells circulating in the network (the

for n, equal to 50 and 100. What happens is that as tR8€S causing contentions in wavglength conversion withput
load increases, the probability of contention increases affférs). Moreover, the nodes with wavelength conversion
therefore the deflection probability at care nodemcreases, "@quire a lot of hardware, including an, x ., wavelength
thus increasing the hop cou. selection switch. In contrast, limited optical buffering in each
In Fig. 5, we also compare the effectiveness of Wave|eng$h|bmodule solves contentions efficiently and requires little
conversion to that of optical delay-line buffering. The bol@ptical hardware [15]. Therefore, from this perspective it is
line curve indicates the delay/throughput performance ofpeferable to add buffers rather than use wavelength conver-
single-wavelength network where a single delay-line optic&ion.
routing buffer is provided at the nodes [10]. Such a single However, as observed in Fig. 6, the probability of deflection
buffer scheme and its control has been proven to be optinigl102 at full load for a single delay-line scheme and to
[14]. Four or more wavelengths are needed for wavelengtiduce the probability of deflection to T8 many more
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