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Abstract—From first-order perturbation theory, we derive the
autocorrelation function of the nonlinear interference in coherent
optical links. We show that the fundamental assumptions of the
Gaussian noise (GN) model regarding stationary Gaussian statis-
tics of the transmitted signal can be removed for a more com-
plete model accounting for the fine details of the cyclostationary
modulation format. We first give an intuitive presentation of the
theory, and then provide a formal mathematical treatment based
on symbol cumulants and discuss its key assumptions and lim-
itations. The proposed model includes dual polarization effects,
wavelength-division multiplexing and the nonlinear signal to am-
plified spontaneous emission noise interaction along the line, thus
neglecting only the impact of four-wave mixing.

Index Terms—Cumulants, GN model, nonlinear interference.

I. INTRODUCTION

THE search of an effective model yielding the statistical
properties of the nonlinear interference (NLI) in coherent

links is an endeavor that stimulated lots of research in recent
years [1]–[9]. The key observation of Gaussian statistics of the
detected signal in dispersion uncompensated (DU) links [10]
spurred simplified analyses of the coherent receiver performance
[11], [12], re-aligning bit error rate (BER) estimation of practical
DU optical coherent systems to the additive Gaussian noise
(GN) paradigm of digital communications textbooks [13]. The
problem thus became one of finding reliable models of the NLI
variance or, more generally, of the NLI power spectral density
(PSD) function.

Among the several approaches proposed in the literature, the
most successful was the GN model [1], [3] which essentially
assumed Gaussian statistics of the signal at any point along the
optical link and even at its input, an assumption motivated by the
strong inter-symbol interference (ISI) induced by the large fiber
dispersion cumulated along typical DU links. The GN model
expresses the NLI as an additive perturbation and has numerical
complexity dramatically reduced compared with experiments
or typical split step Fourier (SSF) simulations. Such an advan-
tage comes at the expense of a reduced accuracy, especially
for short DU links or legacy dispersion managed (DM) links
where the Gaussian signal assumption is arguable [14]. The
problem is partially relaxed for long DU links, e.g., close to the
reach of practical coherent systems as the ones analyzed in this
manuscript, thanks to the larger dispersion cumulated in the link.

Manuscript received October 6, 2014; revised December 23, 2014 and January
28, 2015; accepted January 29, 2015. Date of publication February 1, 2015; date
of current version March 4, 2015.

The authors are with the Department of Information Engineering, Univer-
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Such GN model accuracy problems motivated the search of
extended GN models able to cope with the actual signal modu-
lation. The first of such models was proposed by Mecozzi and
Essiambre [4], where the variance of the NLI was evaluated
in the time domain in cross-phase modulation (XPM) domi-
nated links. The XPM-model in [4] was later exploited in [15]
by working in the frequency domain to investigate some lim-
itations of the GN model. Recently, Carena et al. proposed a
frequency-domain enhanced GN (EGN) model that includes all
the NLI components, namely, self-phase modulation (SPM),
XPM, cross polarization modulation (XPolM) and four-wave
mixing (FWM) [9].

Unlike [9], in this work, which is an extended version of
[16], we took a time-domain approach to extend the XPM
perturbation-model in [4] to include all NLI components but
FWM for polarization division multiplexed (PDM) transmis-
sions, by following the approach proposed in [17]. Our model
is not just an alternative derivation of the EGN in [9], but aims
to provide very general results that fully exploit the cyclosta-
tionarity of the input digital signals. Moreover, our proposed
EGN leads to an efficient, fast Fourier transform (FFT) based
algorithm that evaluates the entire auto-correlation function of
the received NLI, and not just its variance.

The modulation-format aware EGN model is more accurate
than the GN model, as shown both in [9], [15], [18] and in this
work. In this paper, for the first time, we show that the EGN can
be used not just for DU optical links, but with reasonable ac-
curacy even for DM optical links, where the GN model grossly
fails. Moreover, we show that with the proposed time-domain
EGN model the nonlinear signal/amplified spontaneous emis-
sion noise (ASE) interaction along the optical line can be easily
accounted for, thus finessing the problems encountered by the
frequency domain approach [19].

The paper is organized as follows: Section II introduces a
simplified description of the perturbative model underlying all
the GN and EGN models and provides the key ideas of the
derivation of our proposed EGN model, while Section IV pro-
vides its rigorous mathematical derivation. In Section III we
show numerical results supporting the theory. In Section V we
comment on the limits of the EGN model and their connection
with the underlying model assumptions. Finally in Section VI
we draw our main conclusions. Theorems supporting the theory
can be found in the appendices.

II. INTUITIVE APPROACH

In this section we give an intuitive description of the statistical
properties of the NLI. Then in Section IV we will provide their
rigorous derivation.

Many studies showed that in most practical cases the highly
dispersive nonlinear channel with coherent detection can be rea-
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Fig. 1. SSF and RP1 algorithm. N: block implementing Kerr effect [17]. L:
block implementing linear effects.

sonably modeled as an additive GN channel, so that performance
takes well-known simple textbook expressions [6], [10]–[12].
NLI was thus introduced as a way to identify the additive im-
pairment brought by the nonlinear effect and distinguish it from
ASE noise. An additive interference naturally leads to perturba-
tion theory, which in most of the proposed models of nonlinear
optical links takes the form of a first order regular perturba-
tion (RP1) [20], where NLI scales linearly with γ [2]–[7], [9],
[21]–[23]. If we look at the nonlinear Schrödinger equation
from the SSF perspective as an (infinite) concatenation of lin-
ear/nonlinear steps, it should be clear that the only way to get
an RP1 output linearly related to γ is to account for all possible
crossings of a single nonlinear block along the line, as depicted
by Fig. 1 [23].

From Fig. 1 we also realize that, in highly dispersive links,
in many branches of the RP1 diagram the signal cumulates
a strong dispersion before entering the nonlinear block. This
observation may justify the stationary Gaussian assumption for
the input signal, since a strong dispersion causes a large ISI
which both induces first-order Gaussian statistics for the signal
field and apparently attenuates its symbol rate cyclic properties.
However, it also highlights the weakness of such an assumption,
since along paths with an early presence of the nonlinearity (top
branches in Fig. 1(b)) the dispersive effect is limited [14].

How do we evaluate the auto-correlation function of the re-
ceived NLI from the above diagram? Since NLI is a summa-
tion of contributions, the task translates into finding the cross-
correlation between the signals outgoing any two generic paths.
Moving backwards on such paths from the output, relating the
cross-correlation to the corresponding one of the signals out-
going the nonlinear blocks is a matter of pure linear system
theory. Similar reasoning can be applied between the transmit-
ter and the input of the nonlinear blocks, where things are even
simpler, since a linearly modulated digital signal just changes
the supporting pulse after filtering. Thus, given the digital sig-
nal A(z, t) =

∑
k akp(z, t − kT ) with zero mean independent

symbols ak , the correlation between A(z, t) and A(s, t) is sim-
ply:

R(t, τ) = E [A(z, t + τ)A∗(s, t)]

=
∑

k,n

E[aka∗
n ]p(z, t + τ − kT )p∗(s, t − nT )

=
∑

k

E[|ak |2 ]p(z, t + τ − kT )p∗(s, t − kT ) (1)

since only identical indexes yield a non-zero average value.
Moreover, A(z, t) is cyclostationary, hence one usually re-
moves the dependence on t by averaging (1) over one sym-
bol time [30], thus obtaining R(τ) ∝ p(z, τ) ⊗ p∗(s,−τ) (see
Appendix C), with ⊗ indicating time-convolution. Let us now
evaluate the cross-correlation between V (z, t) and V (s, t), with
V (z, t) � |A(z, t)|2A(z, t). We now have to deal in principle
with six summations, which can be reduced to less for the
same reasoning as in (1). In fact, a symbol participates to a
non-zero average value only if it is taken in absolute value.
This leaves us with just three kinds of summations: one involv-
ing {|ak |2 |an |2 |al |2} with1 k �= n �= l, one with {|ak |4 |an |2}
with k �= n and one for {|ak |6}. We are thus partitioning the
problem into subproblems. Let us look at the first partition,
{|ak |2 |an |2 |al |2}. Such a partition generates three summations
in k, n, l, each identical to (1), whose product is thus propor-
tional to |R(τ)|2R(τ). This way, the only detail of the modu-
lation format that matters here is the power E[|ak |2 ]. Hence, at
fixed signal power, this contribution is format-independent.

The other contributions instead involve forth and sixth-order
moments of the modulation format, and at fixed signal power
they are therefore format-dependent. Let us concentrate on the
contribution given by the partition created by {|ak |6}. Its contri-
bution to the cross-correlation is much like (1), thus with just one
summation justifying all equal indexes with |p(z, t)|2p(z, t) in
place of p(z, t). After averaging, we thus get a term proportional
to (|p(z, τ)|2p(z, τ)) ⊗ (|p(s,−τ)|2p∗(s,−τ)). Similar reason-
ing can be applied to the partition created by {|ak |4 |an |2}. We
thus expect the correlation between V (z, t) and V (s, t) to be
a combination of convolutions between nonlinear functions of
the pulse, thus of similar complexity to (1).

At this point the question is: which is the most important
term? Even neglecting attenuation, the pulse p(z, t) broad-
ens due to dispersion, and its height asymptotically decreases
with distance z at rate 1/

√
z to preserve energy. Hence con-

tributions fade away at increasing z and s, with one excep-
tion: Q(z, s, τ) � p(z, τ) ⊗ p∗(s,−τ), due to {|ak |2 |an |2 |al |2}
only, is distance independent for s → z. As we noted before,
this term is modulation format independent: not surprisingly,
it is the only one accounted for by the GN model. Its dou-
ble integration along s and z that creates the NLI correla-
tion function is expected to be dominated by the strip s ≈ z,
not just because of the above fading, but also for the oscillat-
ing behavior of Q(z, s, τ) for s �= z. It thus contributes to the
overall correlation by an almost linear growth with spans. The
only term that can compete with this one is the one related
to F4(z, s, τ) � |p(z, τ)|2 ⊗ |p(s,−τ)|2 , due to {|ak |4 |an |2},
which is indeed always positive at any coordinate, such that its
fading in z, s is eventually balanced by the double integration.
However, attenuation breaks such a balance, thus making the
contribution of F4(z, s, τ) to grow more slowly over the initial
spans than the GN contribution. In conclusion, in all practical
lossy systems, the GN contribution is the most important.

While this section introduced the reader to the key ideas, the
exact derivation of the NLI auto-correlation in the RP1 model, as
well as a check of the claims made here, is deferred to Section

1The fact that indexes are different may seem a minor point. Indeed, it implies
a non trivial combinatorial problem that can be solved by introducing the concept
of cumulant, as we will see in Appendix B.
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Fig. 2. NLI PSD from MC simulations (noisy curves) the GN model (dashed
smooth lines) and our EGN model (solid smooth lines). 15 WDM channels,
32 Gbaud, spacing 37.5 GHz, 5 × 100 km SMF DU link.

IV. The next section anticipates numerical checks using our
EGN model.

III. NUMERICAL CHECKS

We tested the proposed EGN by comparing its predicted
NLI PSD against predictions of both of the GN model and
of SSF Monte–Carlo (MC) simulations. We applied the model
to both PDM-quadrature phase shift keying (QPSK) and PDM-
16 quadrature amplitude modulation (QAM), while to double-
check the GN Model we transmitted a Gaussian process with
the same PSD as the modulated cases. The optical link was
either DU or DM with residual dispersion per span Din = 30
ps/nm (DM30). Transmission spans were composed of single
mode fibers (SMF; Attenuation α = 0.2 dB/km; dispersion D =
17 ps/nm/km; nonlinear coefficient γ = 1.3 W−1 km−1 ; length:
100 km) with end-span amplification. Fiber propagation was
modeled by the Manakov equation without polarization mode
dispersion [24]. Before transmission, in the DM30 case we used
a pre-compensating fiber equal to −D/α − Din (Ns − 1)/2,
with Ns the number of spans.

As a sanity check, we first estimated the PSD of the received
NLI by SSF MC simulations in the DU case. We estimated the
NLI PSD by the periodogram method averaged over 100 runs
of 4096 symbols each. Symbol rate was R = 32 Gbaud, for
a total of 15 channels of power −4 dBm each, with channel
spacing Δf = 37.5 GHz. In this setup we shaped the pulses as
sinc(tR), and then modulated the laser sources with a random
state of polarization from channel to channel.

If s(t) and stx(t) are the signals after the receiver optical
matched filter with/without propagation along the link, respec-
tively, and in absence of ASE, in MC simulations we estimated
the NLI field as sNLI = s(t)e−j 〈φ〉 − stx(t), where 〈φ〉 is the
average nonlinear phase induced by the Kerr effect [17], [23].
The NLI PSD for a 5 span DU system is reported in Fig. 2.
We note that both the GN model and our EGN model PSD pre-
dictions (smooth lines) well match the average PSD obtained
from MC simulations (noisy curves). It is also worth noting that
the GN model always yields a larger NLI PSD compared with
the EGN PSD that accounts for the details of the digital input.
16 QAM is closer to the GN PSD thanks to its larger constella-
tion that is “more similar” to a circular Gaussian distribution than

Fig. 3. Normalized NLI variance (σ2
NLI � aNL P 3 , P power) versus num-

ber of channels. 10 × 100 km SMF link at 32 Gbaud, spacing 37.5 GHz.
Solid lines: EGN. Dashed lines: GN model. Symbols: MC SSF simulations.
DU: dispersion uncompensated. DM30: dispersion managed with residual
30 ps/nm/span and pre-compensation.

the QPSK. The area under the PSD is the NLI variance σ2
NLI ,

which can be used to evaluate the signal to noise ratio (SNR).
When the RP1 holds, such a variance scales with the cube of
the average power P [11], [12], and it is customary to provide
the normalized NLI coefficient aNL , defined by σ2

NLI � aNLP 3 .
In our 5 × 100 km SMF DU link we estimated by SSF MC
simulations adB

NL � 10 log10(aNL [mW−2 ]) = −23.5, −25.1,
−26.3 dB for the Gaussian, QAM and QPSK modulated cases,
respectively. Our EGN model provided the same values, within
an error around 0.1 dB. In the QPSK case we also tried to es-
timate aNL by extracting NLI as in [26] and [37], as a way to
capture phase noise, and obtained a negligible difference with
the previous measurement (close to 0.1 dB). Such an error can
be larger in a DU network scenario with different channels ex-
periencing different light-paths [26].

In a second set of simulations we checked how aNL scales
with the number of channels. The link was now 10 × 100 km
SMF, either DU or DM30, and thus close to the reach of the 16
QAM case (see next Fig. 4). Results are summarized in Fig. 3,
again by using MC simulations (symbols), our EGN model
(solid) and the GN model (dashed). MC simulations used a
maximum of 16384 symbols per channel, and were limited to
a maximum of 51 channels for feasible execution times. The
good agreement between MC simulations and our EGN is an
indication of the EGN accuracy. However, the NLI PSD with
our EGN can be evaluated for many more channels than an MC
simulation, here up to 133 channels to fill the entire bandwidth
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(5 THz) of erbium doped fiber amplifiers (EDFA). From the
figure we make the following observations: 1) GN gap to EGN
increases with increasing number of channels2 : for instance, in
the DU case with PDM-QPSK the gap at five channels is∼2 dB,
while at 133 channels it is ∼3 dB; 2) while the GN model curve
well fits a logarithmic scaling with the number of channels,
the scaling of the EGN curve appears to be slower; 3) aNL for
EGN 16QAM is closer to the GN prediction due to a more
Gaussian-like constellation; 4) as expected, GN model error is
significant in the DM30 case; 5) the EGN model works with
reasonable accuracy even in the DM case, where assumption
iii) of Section IV may be questionable, thus yielding a non-
circularly distributed NLI with nonlinear phase noise.

It is worth noting that in DM most of the error comes from
single channel (in Fig. 3 we read 4.6 dB between GN and QPSK
curves at one channel, while the gap is 6.8 dB at 133 channels),
an indication that may be useful for numerical modeling since it
suggests to evaluate cross-channel effects with the GN model,
thus restricting the computationally-heavier EGN model to SPM
effects. This issue will be investigated in future studies.

Having checked the accuracy of the NLI variance predicted
by the GN/EGN model, we move to analyze a more significant
quality of transmission parameter, i.e., the power yielding a
Q-factor of 8.5 dB (BER of 4 × 10−3). At a given number of
spans there are two powers achieving the target BER, one in the
ASE noise dominated regime, one in the NLI dominated regime.
We estimated these powers in [27] through MC simulations by
counting at least 400 errors and averaging over ten different
random realizations of input states of polarization and symbol
patterns. ASE was loaded at the receiver since for such systems
the nonlinear signal-noise interaction is negligible [19], [27] at
BER around 10−3 with an equivalent noise figure per amplifier
of 6 dB. Pulses were sinc shaped, modulated with a symbol rate
of 10, 32, or 80 Gbaud at fixed bandwidth efficiency Δf/R =
0.85 (e.g., Δf =37.5 GHz at R =32 Gbaud). We fixed the
total aggregate bandwidth3 to 562.5 GHz (e.g., 15 channels
at 32 Gbaud). The number of symbols was set to capture the
maximum walk-off of the outer channel, with a minimum of
4096.

At the receiver the central channel was filtered by a matched
filter, sampled at two samples per symbol, and processed by a
digital signal processing including trained least squares equal-
ization with 15 taps and blind phase estimation with 27 taps.
Symbols were differentially encoded.

Fig. 4 shows the BER contour levels versus both power and
number of spans for an Ns × 100 km SMF link either DU (top
row) and DM30 (bottom row). Symbols denote MC simulations,
solid lines the analytical contours in [28, eq. (8)] where the
NLI variance from our EGN model was used, while dashed
lines indicate the same analytical contours where the GN model
was used. With GN and EGN models we first evaluated aNL ,
then converted it to BER as in [1] using the true back-to-back
performance of our system.

In the DU link, we observe that by including modulation
dependent NLI terms in the RP1 model the match with SSF

2See also the discussion at point IV of Section V.
3Similar curves but at a fixed number of channels and at Δf/R = 0.56 can

be found in [16].

simulations is excellent, with a minor error at 10 Gbaud where
FWM starts to play a role. The GN model error is almost 1 dB
on the NLI asymptote. This value is smaller than the error on
variance observed in Fig. 3 because the power PM representing
the NLI asymptote, where ASE noise is negligible, is [28] PM =
1/
√

S0aNL , S0 being the SNR yielding Q-factor = 8.5 dB. The
presence of the square root halves variance errors in a decibel
scale. Regarding the reach, it was theoretically proved that an
error of Δα [dB] in aNL translates into an error of ΔN0 = − Δα

3+ε
[dB] in reach, 0 < ε < 1 being the noise accumulation factor
[28]. Thus the dB error on reach is at least 1/3 smaller than the
dB error on aNL . For these reasons, reach estimations are well
tolerant to NLI modeling errors, so that the GN model, despite
its non negligible inaccuracy in predicting variance, works quite
well in predicting the reach [29]. Note the good match of the
EGN contours with MC simulations also at one span for R >
10 Gbaud, an indication that the BER is well approximated, for
the systems analyzed in Fig. 4, by a function of the SNR only.

The bottom row of Fig. 4 refers to the DM30 case. Here
the NLI Gaussian assumption may be questionable, even at the
receiver side. Not surprisingly, the GN model error is most
of the times unacceptable, e.g., 50% in reach prediction at
32 Gbaud PDM-QPSK. The good match between GN and MC
simulations at 10 Gbaud and 16 QAM is just a coincidence. Our
EGN RP1 model including modulation dependent NLI shows
instead good accuracy, except at smaller symbol rates where the
circularity of the received NLI statistics fails. For QAM, modu-
lation dependent NLI and GN curves are closer, because of the
faster convergence to Gaussian-like first order statistics of the
propagating field. However, it is worth mentioning that the GN
model always provides a lower bound on maximum reach.

IV. RIGOROUS APPROACH

In this section we derive the NLI auto-correlation function by
a rigorous approach. We adopt the following assumptions:

i) a linearly modulated digital signal:

A(0, t) =
∑

k

akp(0, t − kT ) (2)

with ak zero mean, independent and identically dis-
tributed (i.i.d.) digital symbols with fourfold rotational
symmetry (see Appendix B), and p(0, t) ∈ C the sup-
porting pulse at coordinate z = 0 and time t;

ii) the received signal can be approximated by a RP1 solu-
tion;

iii) NLI is statistically independent of the symbol of interest;
iv) FWM can be neglected.
Please note that binary-PSK (BPSK) does not satisfy assump-

tion i), as discussed in Appendix B, while assumption iv) is
actually not necessary, but it simplifies a lot the analysis. GN
model uses hypotheses i)–iii) as well, with a main difference
in i), where A(0, t) is substituted with a stationary Gaussian
process [1], [17], [22].

A. RP of the Electric Field

We start by deriving the RP1 solution from the nonlinear
Schrödinger equation using the operator notation (α: attenua-
tion; β2,3 : second/third order dispersion; γ: nonlinear coeffi-
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Fig. 4. Power yielding Q-factor = 8.5 dB versus number of spans. Solid lines: our EGN model. Dashed lines: GN Model. Symbols: MC Split-step simulations.
Amplifiers noise figure F = 6 dB, span loss = 20 dB.

cient):

∂A

∂z
= (L − jγN ) A (3)

where L � −α
2 + j β2

2
∂ 2

∂ t2 + β3
6

∂ 3

∂ t3 and NA ≡ N (A) �
|A|2 A. Using z-independent parameters to simplify notation4 ,
using the integrating factor A(z, t) = eLzU(z, t) we can rewrite
(3) in integral form as [4]:

U(z, t) = U(0, t) − jγ

∫ z

0
e−LξN

(
eLξU

)
dξ. (4)

Despite the elegant form expressed by A = eLzU , its practical
meaning is a convolution with a linear impulse response h0z (t)
accounting for all linear effects from coordinate 0 to z, i.e.,
eLzU ≡ h0z (t) ⊗ U(0, t) [17]. In the general case, the Fourier
transform of h0z (t) is:

h̃sz (f)� F {hsz (t)} =
√

G(s, z)e−j

∫ z

s
β 2 (x ) d x

2 ω 2 −j

∫ z

s
β 3 (x ) d x

6 ω 3

with ω � 2πf , and G(s, z) the cumulated gain from coordinate
s to z.

Since in real conditions the right hand side of (4) is bounded,
a brute force solution of (4) is obtained by the Picard recursion

4In the general case one should substitute eLz with e

∫ z

0
L(ξ )dξ

and include
γ(z) within N .

that iteratively solves (4) by substituting Uk+1 and Uk in place of
U(z, t) in the left/right hand side, respectively. If the nonlinear
effect is small, the RP1 idea is to stop such an iteration at
first term, thus yielding U(z, t) � U0(z, t) + U1(z, t) with the
unperturbed solution

U0(z, t) � h0z (t) ⊗ U(0, t) =
∑

k

akp(z, t − kT ) (5)

which defines p(z, t) � h0z (t) ⊗ p(0, t), and first order pertur-
bation

U1(z, t) = −jγ

∫ z

0
hξ0(t) ⊗N

(
h0ξ (t) ⊗ U(0, t)

)
dξ

where hξ0(t) = h∗
0ξ (−t)/G(0, ξ). The perturbed solution can

thus be read as an infinite summation of echoes induced by non-
linearity. To complete our model of the optical system, we must
introduce in the discussion the receiver, placed at coordinate L.
The receiver performs correlation detection and phase recov-
ery, while frequency recovery can be overlooked since we are
implicitly assuming that all local oscillators are ideal. Correla-
tion detection is made by filtering the detected signal with the
receiver filter hr(t). hr(t) is designed (normally with the help
of a fractionally spaced equalizer at the receiver) such that the
unperturbed signal after it, I0(t) = hr(t) ⊗ U0(L, t), has sup-
porting pulse close to satisfying both the Nyquist condition of
zero ISI and the matched filter condition. Similarly, the pertur-
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bation I1(t) is:

I1(t) = −jγ

∫ L

0
h(ξ, t) ⊗ V (ξ, t)dξ (6)

where:

h(ξ, t) � hr(t) ⊗ hξ0(t) (7)

and V (z, t) = |A(z, t)|2 A(z, t) explicitly is:

V (z, t) =
∑

k,n,l

aka∗
nalp(z, t − kT )p∗(z, t − nT )p(z, t − lT ).

(8)
Carrier phase estimation (CPE) is an important issue since the
nonlinear Kerr effect induces phase rotation. We assume a long
window CPE which essentially recovers the average phase rota-
tion. This way, the digital CPE can be performed as well in the
analog domain and corresponds to solving (3) with

(
N − P

)
A

in place of NA, with P a proper power. The corresponding new
RP solution is called enhanced RP (eRP). It was shown [17] that
for highly dispersive systems the value of P is twice the average
power in single polarization links.

B. Correlation Function of the Perturbation

Since all symbols are unknown by assumption, I1(t) is wide-
sense cyclostationary as it is a function of the cyclostationary
signal A(0, t) in (2). Consequently, the auto-correlation function
of I1(t) is:

RL (t, τ) = E [I1(t + τ)I∗1 (t)] = RL (t + nT, τ), n ∈ Z.

The periodicity in t can be efficiently described by a Fourier
series, yielding:

RL (t, τ) =
∑

k

R
(k)
L (τ)ej2πk t

T

R
(k)
L (τ) is called the cyclic auto-correlation function at cycle

frequency k/T . By analogy, its Fourier transform S̃
(k)
L (f) =

F
{

R
(k)
L (τ)

}
is called cyclic spectrum [30]. For a stationary

signal only the k = 0 component survives, thus making RL (t, τ)
a function of τ only.

Our target is relating RL (t, τ) to the transmitted signal prop-
erties. Let S̃

(k)
zs (f) the cyclic spectrum of the Fourier coeffi-

cients of Rzs(t, τ) = E [V (z, t + τ)V ∗(s, t)]. We start by re-
lating S̃

(k)
L (f) to S̃

(k)
zs (f). From result (22) in Appendix A, and

the fact that RP1 implies additive contributions, we have:

S̃
(k)
L (f) =

∫ L

0

∫ L

0
h̃ (z, f) h̃∗

(

s, f − k

T

)

S̃(k)
zs (f)dzds (9)

where h̃(z, f) is the Fourier transform of h(z, t) defined in
(7). Looking at (7) we understand that for practical filters
hr(t) of bandwidth close to R/2, the most important cycle
frequency is the zeroth one. In particular, it is exactly the
only one differing from zero when hr(t) is matched to a sinc
pulse p(0, t) = sinc(t/T ). Hence, treating V (z, t) as a station-
ary signal is a reasonable approximation. In general, this as-
sumption does not mean that only the stationary component of
U(0, t) matters, since we still have to play with a nonlinear

function. Similar considerations can be made about the un-
perturbed signals A0(z, t) and A0(s, t) of which V (z, t) and
V (s, t) are nonlinear functions. Thus the cyclic cross correla-
tion R0

zs(t, τ) = E [A0(z, t + τ)A∗
0(s, t)] has cyclic spectrum

S̃
0,(k)
zs (ω) � F

{
R

0,(k)
zs (τ)

}
whose relation with the cyclic

spectrum S̃
(k)
00 (f) of U(0, t) is5 :

S̃0,(k)
zs (f) = h̃0z (f)h̃∗

0s

(

f − k

T

)

S̃
(k)
00 (f).

At this step, the only missing part is relating the cyclic corre-
lation of Rzs(t, τ) to R0

zs(t, τ), i.e., introducing the nonlinearity
in the formulation. Before proceeding, it is interesting to note
that in the GN model each signal is assumed to be stationary
[17], thus only cycle frequency 0 exists in any cyclic correla-
tion. Moreover, thanks to the Gaussian assumption for signal
statistics, the relation between Rzs(t, τ) and R0

zs(t, τ) takes the
following simple and elegant expression under the eRP assump-
tion [17]:

Rzs(τ) = 2N
(
R0

zs(τ)
)

= 2
∣
∣R0

zs(τ)
∣
∣2 R0

zs(τ).

This relation does not hold for generic linearly modulated digital
signals. Nevertheless, it is possible to evaluate Rzs(τ) proceed-
ing as in [4]. To simplify notation we introduce the following
definitions:

ck � p(z, t + τ − kT ), gk � p(s, t − kT ) (10)

which allow to significantly compact the notation even if they
do not highlight that ck , gk are functions of time and distance.
Calling Wk � akck and Yk � akgk , the function Rzs(t, τ) can
be written as:

Rzs(t, τ) =
∑

k,n,l
p,m ,q

E
[
WkW ∗

nWlY
∗
p Ym Y ∗

q

]
. (11)

This summation can be evaluated by exploiting the properties
of cumulants as discussed in Appendix B. As a result, we get
Rzs(t, τ) as a combination of periodic summations, consistently
with its cyclostationary nature. As previously discussed, the
most important contribution comes from the zeroth cycle fre-
quency, as if the signals were stationary. Thus, using the results
of Appendix C in (28) we have:

R(0)
zs (τ) =

μ3
2

T 3 2 |Q(z, s, τ)|2 Q(z, s, τ)+

μ2κ2;2

T 2

{
4F4(z, s, τ) + Q4(z, s, τ)

}
Q(z, s, τ)+

κ3;3

T
Q6(z, s, τ) (12)

5In particular S̃
(0)
00 (f ) is the average PSD of U (0, t).
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with κi;i the i-th cumulant (see Appendix B), μ2 ≡ κ1;1 , and:

Q(z, s, τ) � p(z, τ) ⊗ p∗(s,−τ)

Q4(z, s, τ) � p2(z, τ) ⊗ (p∗(s,−τ))2

F4(z, s, τ) � |p(z, τ)|2 ⊗ |p(s,−τ)|2

Q6(z, s, τ) �
{
|p(z, τ)|2 p(z, τ)

}

⊗
{
|p(s,−τ)|2 p∗(s,−τ)

}
. (13)

For all the other cycle frequencies, R
(k)
zs (τ) can be found by

substituting the generic convolution x(τ) ⊗ y(τ) in (13) with
x(τ) ⊗ (y(τ)ej2πk t

T ), as suggested by (29) in Appendix C.
Equation (12) is the key ingredient for the evaluation of

R
(0)
L (τ). For numerical purposes the algorithm is the following:

1) set a numerical grid for coordinates z and s in the integrals in
(9); 2) For each (z, s) evaluate all functions in (13) by numeri-
cal convolution. The efficiency comes from the fact that the grid
in (z, s) can be cleverly setup by adaptive quadrature routines,
while the convolutions can be implemented using FFTs. The al-
gorithm returns the full auto-correlation function; if one is just
interested in the NLI variance, a fast algorithm working in the
frequency domain can be found in [18].

It is worth noting that the GN model can be derived using the
same theory, but with κ2;2 = κ3;3 = 0 [4], [15], thus leaving
only the first term in (12). In this case (9) for k = 0 becomes
S̃

(0)
L (f) � 2S̃GN(f), with:

S̃GN(f) � μ3
2

T 3

∫ L

0

∫ L

0
h̃ (z, f) h̃∗ (s, f)

× F
{
|Q(z, s, τ)|2 Q(z, s, τ)

}
dzds. (14)

In this special case the double integration can be efficiently
reduced to a single integration, as shown in [17].

In Section II, following [14], we intuitively ascribed the main
reason of the failure of the GN model to the failure of the
Gaussian assumption along paths with an early presence of the
nonlinear block in the diagram of Fig. 1. Carena et al. [14] mo-
tivated this claim by showing that the magnitude of the EGN
correction terms can be made arbitrarily small at fixed distance
by using a pre-compensating fiber of sufficiently large disper-
sion before transmission, with the same sign as the transmission
fiber. This observation translates into both a significantly wrong
GN prediction of the NLI variance brought by the paths with an
early presence of nonlinearity and a wrong cross-correlation of
such paths with all the others. It is worth noting that while one
is tempted to neglect the contribution of the cross-correlations
since they vanish at increasing coordinates z, s, still their dou-
ble integration keeps increasing with distance L. As a result, an
asymptotic offset of GN and EGN estimations of aNL remains
even in presence of pre-compensation, as first observed in [18].

As an application of our model, we now provide analytical
support to these observations in the simplified case of a sin-
gle channel transmission with sinc-like pulses propagating in
a lossless system, a peculiar situation where the role of pre-
compensation is magnified. Since the dominant correction term
to the GN model is by far F4 [18], we concentrate on it. In pres-

Fig. 5. Contributions to aNL versus number of spans Ns . 133 PDM-QPSK
channels (R = 32 Gbaud, Δf = 37.5 GHz) transmitted into a Ns × 100 km
SMF DU link. F4 and Q4 contributions are plotted in absolute value, since they
are actually negative.

ence of a large pre-compensation the supporting pulse p(z, t)
can be asymptotically described by the method of the stationary
phase [4]. This way, the power of p(z, t) is of rectangular shape
in the time domain. Therefore, according to (13), F4 is a trape-
zoid, essentially flat over the effective duration of Q(z, s, τ).
Hence, assuming F4(z, s, τ) � F4(z, s, 0), the double integral
of S̃

(0)
L (f) involving only F4 can be closed yielding a flat PSD

over the signal bandwidth of value:

S̃F4 ∼
L + zpre log

(
zp r e

L+zp r e

)

|β2 |R2π
, zpre � 1 (15)

where L is the system length and zpre is the length of the pre-
compensating fiber, whose dispersion is β2 . This formula is
asymptotically exact for zpre → ∞. At fixed L, the limit of (15)
for zpre → ∞ is 0, thus the exact convergence of the EGN to
the GN model, in agreement with [14]; nevertheless, at fixed
zpre the limit for L → ∞ is ∞, thus the asymptotic mismatch
between EGN and GN models, in agreement with [18]. Hence
(15) simply explains the conundrum of the apparently contrast-
ing conclusions in [14] and [18].

We numerically observed that in WDM transmission the qual-
itative conclusions are essentially the same. Equation (15) can
be evaluated even in presence of lossy fibers, but with a more
involved expression that uses exponential integral functions.
However, the qualitative conclusions remain the same.

Fig. 5 provides further supporting evidence to the above re-
marks, by plotting aNL versus number of spans Ns for a 133
channel PDM-QPSK system at 32 Gbaud with spacing 37.5 GHz
over an Ns × 100 km SMF DU link. The figure shows aNL
evaluated by selectively turning on each contribution in (13),
as indicated in the graph. We note that F4 provides the largest
correction to the GN model prediction. Reason is that Q4 and
Q6 , unlike F4 , are complex terms whose oscillations average out
their net contribution after double integration in (9)6 . GN and F4
contributions show to scale with an average slope of 1.04 dB/dB
and 0.88 dB/dB, respectively, in the range 10 to 100 spans, so

6For this link, we verified that F4 dominates Q4 ,6 even in single channel
transmission.
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that the overall EGN model slope is 1.15 dB/dB. Such a number
is thus larger than the value 1 predicted by the GN model for
large WDM systems, and is consistent with early experimental
observations [31]. Such numbers indicate that the GN part is
expected to dominate F4 at increasing distance; however, F4
is negligible only in unrealistically long systems. Insertion of
a pre-compensating fiber of 8500 ps/nm modifies the F4 terms
as shown in dashed line. As discussed previously, it relaxes the
role of F4 in short systems, but it has asymptotically no impact
at long distance.

C. Extension to WDM

The generalization of (5) after z km to a WDM field is:

U0(z, t) =
∑

i

∑

k

akipi(z, t − kT ) (16)

where aki indicates the kth symbol of the channel centered at
angular frequency ωi , whose supporting pulse is pi . In particular,
in absence of third order dispersion pi(z, t) takes the expression:

pi(z, t) � e−j
β 2
2 ω 2

i z p(z, t − wi(z))ejωi t (17)

where wi(z) � ωi

∫ z

0 β2(ξ)dξ is the walk-off. Eq. (17), com-
pared to the (arbitrary) reference frequency 0, experienced i)
a frequency modulation, ii) a z-dependent group delay (walk-
off) and iii) a z-dependent phase shift. Since (16) has the same
form as (5), one can proceed as for the single channel case, by
generalizing ck and gk to:

cki � akip(z, t + τ − wi(z) − kT )

gki � akip(s, t − wi(s) − kT ).

If FWM can be safely neglected, the dispersion-induced phase
shift in (17) has no effect, so that the signal in (8) after the
nonlinear block in (8) and for channel at ω0 = 0 changes into:

V (s, t) =
∑

p,m,q

(
gp0g

∗
m0gq0

︸ ︷︷ ︸
SPM

+ 2
∑

i �=0

gpig
∗
migq0

︸ ︷︷ ︸
XPM

)
(18)

in which we identify intra-channel SPM and XPM-induced
terms. The XPM term is independent of SPM and can be treated
with the same techniques as SPM. Calculations are simpler since
the general sixth order moment of XPM is:

E
[
ckic

∗
nicl0g

∗
pbgmbg

∗
q0
]

= E
[
ckic

∗
nig

∗
pbgmb

]
E
[
cl0g

∗
q0
]

hence one has to deal with fourth and second order moments
only [4]. As a result, by introducing the differential walk-off
wsz,i � wi(s) − wi(z), the XPM contribution is:

R(0)
zs (τ)

∣
∣
∣
XPM

= 4
μ3

2

T 3

∑

i �=0

|Q(z, s, τ + wsz,i)|2 Q(z, s, τ)

+ 4
μ2κ2;2

T 2

∑

i �=0

F4(z, s, τ + wsz,i)Q(z, s, τ). (19)

D. Extension to Dual Polarization

In single polarization the nonlinear operator is N (A) =
|A|2 A. Using the Manakov equation in dual polarization

with electric field �A = [Ax ; Ay ], such an operator general-
izes to N ( �A) = 8

9
�A† �A �A, where † indicates transpose con-

jugate. In WDM, accounting just for SPM and XPM, with
�Ai = [Aix ; Aiy ] ejωi t the nonlinear operator acting on channel
0 is [24]:

N0 =
8
9

{

|| �A0 ||2 +
∑

i �=0

(
�Ai

�A†
i + �A†

i
�Ai

)
}

�A0 .

In particular, the nonlinearity acting on polarization x is:

N0x = |A0x |2 A0x
︸ ︷︷ ︸

©1

+ |A0y |2 A0x
︸ ︷︷ ︸

©2

+
∑

i �=0

[
2 |Aix |2 A0x
︸ ︷︷ ︸

©3

+ |Aiy |2 A0x
︸ ︷︷ ︸

©4

+AixA∗
iyA0y

︸ ︷︷ ︸
©5

]
.

Let us discuss each term separately:
©1 Phase modulation (PM) term identical to SPM discussed

in Section IV.
©2 PM term, manifesting as XPM of y over x polarization.

Hence, it is XPM with zero walk-off and no degeneracy factor
2. It contributes to the overall correlation like (19), with a factor
1/4 to remove the missing degeneracy.

©3 PM term identical to XPM discussed in Section IV-C.
©4 PM term but without degeneracy factor 2. It contributes to

the overall correlation like (19) with a factor 1/4 to remove the
missing degeneracy.
©5 XPolM term containing the mixing of three independent

fields. This way, it contributes to the correlation like (19), but
just as if κ2;2 = 0.

Please note that the overall effect created by ©3 and ©4 in-
duces both a PM common to both polarizations, hence XPM,
as well a differential PM, hence XPolM. Once averaged over
a uniformly distributed state of polarization of channel i, the
XPM is weighted by a factor 3/2 [25].

Similarly to (14), by introducing the definitions:

S̃XGN ,i(f) =
μ3

2

T 3

∫ L

0

∫ L

0
h̃(z, f) h̃∗ (s, f)

× F
{
|Q(z, s, τ + wsz,i)|2 Q(z, s, τ)

}
dzds

S̃F4,i(f) =
κ2;2μ2

T 2

∫ L

0

∫ L

0
h̃(z, f) h̃∗ (s, f)

× F {F4(z, s, τ + wsz,i)Q(z, s, τ)} dzds

S̃Q4(f) =
κ2;2μ2

T 2

∫ L

0

∫ L

0
h̃(z, f) h̃∗ (s, f)

× F {Q4(z, s, τ)Q(z, s, τ)} dzds

S̃Q6(f)=
κ3;3

T

∫ L

0

∫ L

0
h̃(z, f) h̃∗ (s, f)

× F {Q6(z, s, τ)} dzds

we can discriminate between single/dual polarization and sin-
gle/multi channel according to Table I. For numerical purposes,
note that the summations in i can be easily closed, thus gener-
ating phased array factors [7].
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TABLE I
PSD OF NLI

Case NLI PSD

Single-polarization S̃x (f ) =
( 8

9

)2

⎧
⎨

⎩
2S̃S G N (f ) + 4

∑

i �= 0

S̃X G N (f ) + 4
∑

i

S̃F 4 , i (f ) + S̃Q 4 (f ) + S̃Q 6 (f )

⎫
⎬

⎭

Dual-polarization S̃x + y (f ) = 2
( 1

2

)3 ( 8
9

)2

⎧
⎨

⎩
3S̃S G N (f ) + 6

∑

i �= 0

S̃X G N (f ) + 5
∑

i

S̃F 4 , i (f ) + S̃Q 4 (f ) + S̃Q 6 (f )

⎫
⎬

⎭

= 1 6
2 7

⎛

⎝ S̃S G N (f ) + 2
∑

i �= 0

S̃X G N (f )

⎞

⎠ + 8 0
8 1

∑

i

S̃F 4 , i (f ) + 1 6
8 1 S̃Q 4 (f ) + 1 6

8 1 S̃Q 6 (f )

Regarding the dual-polarization case we note that: factor
( 1

2

)3
comes after substituting symbols ak with ak /

√
2 so that power P is

the total power (x+y) in any case; the first factor 2 comes from the assumption S̃x + y (f ) = S̃x (f ) + S̃y (f ) = 2S̃x (f ); the factors
3, 5, 6 come from ©2, ©4 and ©5, respectively. The

∑
i S̃F 4 , i (f ) is over all channels, thus even the reference one at ωi = 0.

E. Extension to ASE Noise

In [19] it was shown that nonlinear signal/ASE interaction
along DU links plays a role at large BERs. In this section we
show how to include ASE noise into our EGN model in the
special case of Nyquist pulses, i.e., p(0, t) = sinc

(
t
T

)
. Let w(t)

be white GN of one-sided PSD N0A introduced by an EDFA, it
can be written as:

w(t) =
∑

�

w(�)(t)ej2π� t
T

with w(�)(t) independent7 , zero-mean, Gaussian stationary pro-
cesses with rectangular PSD over the range −R

2 + �R < f <
R
2 + �R:

S̃�(f) = N0A

∏(
f − �R

R

)
F−1

←→R�(τ)

= N0AR · p(t)ej2π� t
T . (20)

Each w(�)(t) is a stationary band-limited Gaussian process,
hence it can be written as [32, p. 599]:

w(�)(t) =
∑

k

w(�)(kT )p (t − kT ) (21)

where equality is in the mean square sense. From (20) we infer
that random variables (RV) w(�)(kT ) and w(�)(nT ) are inde-
pendent if k �= n. We are thus expressing ASE as a linear digital
modulated signal with Gaussian distributed symbols. This way,
for an optical link with EDFAs spaced by zA km, the unper-
turbed solution after z km is a generalization of (16)8 :

A0(z, t) =
∑

�

∑

k

[

a
(�)
k +

⌊
z

z A

⌋

∑

m=1

w(�)
m (kT )

]

p� (z, t − kT )

where subscript m indicates the amplifier number while p� was
introduced in (17) and here has to be used with a sinc pulse.

7w(t) is stationary if and only if w(�) are uncorrelated, otherwise it is cyclo-
stationary [30].

8Note that adding an arbitrary phase shift and/or a time delay to (21) does
not change its statistics.

This expression is formally similar to (16) but with noisy sym-
bols. Note that a

(�)
k may be zero if channel � is off, hence the

summation over � is confined to the EDFA bandwidth.
We can thus apply the same theory as in the previous section,

with different statistics for the symbols. Since cumulants of
independent RVs add up, it turns out that cumulants κ3;3 and
κ2;2 are not affected by ASE noise. ASE remains just in the
GN-model contribution to the overall NLI, i.e., cumulant κ1;1 ,
which becomes distance dependent and changes into:

κ1;1 = μ2 + N0AR ·
⌊

min(z, s)
zA

⌋

= μ2

⎛

⎝1 +
Ns

⌊
min(z ,s)

zA

⌋

Es/N0

⎞

⎠

where Ns corresponds to the number of EDFA, while Es/N0 �
μ2/(N0ANs) is the received SNR over the bandwidth R in ab-
sence of nonlinear effects. For instance, for a QPSK modulation
using matched filtered detection, Es/N0 coincides with the Q-
factor.

The algorithm discussed at the end of Section IV-B can thus be
applied as well in presence of ASE with the new κ1;1 cumulant
at each coordinate z and s. As a preliminary test, we investigated
the change in aNL due to the presence of ASE noise in a single
channel PDM-QPSK transmission at P = 0 dBm. Results are
reported in Fig. 6 for R = 32 Gbaud and a 10 × 100 km DU
SMF link. ASE noise was loaded at each EDFA along the line
over a bandwidth of 637.5 GHz to speed up SSF simulations.
The same value was used even in the EGN model. We note a
good agreement between SSF simulations and EGN theory at
practical Es/N0 > 2 dB. Note that even the GN model (dashed
line) predicts an enhancement of NLI variance at small SNRs.

V. DISCUSSION ON THE HYPOTHESES

Investigating the range of validity of the EGN assumptions is
a big challenge due to the large amount of parameters affecting
performance. Here we just provide some general indications.

A. RP1 Approximation

It is a good approximation for a large class of optical links.
We verified in [33] for different fiber dispersions that in absence
of ASE noise RP1 overestimates the true SNR by less than 1
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Fig. 6. aNL versus received Es /N0 evaluated using EGN, GN and SSF simu-
lations (symbols). Single channel PDM-QPSK transmission, noisy EDFA along
the line with ASE filling a bandwidth of 637.5 GHz.

TABLE II
aM C

NL − aEGN
NL [DB]

ρ = 0 ρ = 0.4 ρ = 0.7

PDM-QPSK <0.1 0.14 0.5

PDM-16QAM <0.1 0.11 0.38

Optical link as in Fig. 2.

dB at SNR larger than 4 dB.9 In presence of ASE this gap is
even smaller, particularly around the best power at which the
contribution of ASE noise is twice the one of NLI. We also
tested, even if not reported here, that logarithmic perturbation
[8] is never more accurate than RP in the DU and DM systems
analyzed in this paper, however with a Q-factor discrepancy
smaller than 1 dB.

B. Cyclostationarity

Assumption i) in Section IV of a linearly modulated digital
signal implies cyclostationarity for the received NLI. This way,
we have to deal with cyclic spectra whose zeroth cyclic fre-
quency is the well known stationary component. As we noted
after (12), higher order cyclic frequencies are proportional to
convolution of band-limited signals shifted in frequency by mul-
tiples of R, hence they are expected to be of small impact. To give
a feeling, assume a system working at R = 28 Gbaud and spac-
ing 50 GHz. For a roll-off ρ the channel bandwidth is R(1 + ρ),
hence ρ can be varied between 0 and 0.78 to avoid spectrum
overlap. For the 5-span optical link considered in Fig. 2 we esti-
mated the errors reported in Table II between MC and the EGN
model of Table I.

For practical roll-off ρ < 0.5 the error is negligible.

C. Linearly Modulated Digital Signal

In assumption i) in Section IV we assumed independent sym-
bols with at least fourfold rotational symmetry. Notable viola-
tions of this assumption are BPSK [34], where the rotational

9Recall that for an optimal memoryless detection, SNR and Q-factor coincide
for PDM-QPSK in absence of differential decoding.

Fig. 7. aNL in a single dispersion-less span preceded by a linear pre-
compensating fiber and fully compensated at the receiver (corresponds to a
generic branch in Fig. 1). Single channel PDM-QPSK. While the GN curve
is independent of the value of the pre-dispersion, the EGN does depend on
it. However, EGN fails at small values of pre-dispersion because it is based
on the asymptotic value of the average nonlinear phase in presence of strong
dispersion.

symmetry is twofold, and polarization-switched QPSK and all
its set-partitioning variants, for which symbols in X and Y are
dependent. Further extending the EGN to account for such mod-
ulation formats is possible even if quite complex. However,
preliminary simulations in a 5 span DU link indicate that the
deviations in aNL from the prediction given by the EGN model
as described in this paper are confined to 0.4 dB.

D. Average Nonlinear phase

To simplify the model, the main EGN result summarized in
Table I was derived using a CPE that just recovered the large
dispersion Kerr induced nonlinear phase (see Corollary 12) due
to a constant signal of power equal to 2P in single polarization
and 3

2 P in dual polarization, respectively, as discussed in [17].
An intuitive explanation of the factor two in single polarization
is related to intra-channel and inter-channel XPM, which both
dominate the contribution of SPM when a large dispersion is
present. In [17] we showed that many practical DU links belong
to this category. However, when dispersion is small, which can
be the case especially with DM systems, the true average non-
linear phase is smaller. In principle this effect can be accounted
for by including the terms removed in Corollary 12. However, a
small average nonlinear phase is an indication of a small disper-
sive regime, where the non-circularity of the NLI distribution is
the main issue.

To get a feeling of the error introduced by the use of a wrong
average nonlinear phase in our EGN, we simulated the simple
single-span system preceded by linear pre-compensation that
was recently adopted to analyze special network scenarios [26],
[35]. We investigated the extreme case of transmission fiber
with zero dispersion, thus corresponding to an eRP of just one
linear block followed by a nonlinear block. This amounts to
investigating just one path of the RP diagram in Fig. 1. Fig 7
shows aNL for the single channel case when varying the amount
of pre-dispersion. aNL was estimated by MC simulations in a
reference system rotated by either the average nonlinear phase
or the theoretical one expected by the model according to Corol-
lary 12. Keeping the power small enough, −4 dBm in this case,
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and measuring aNL as in Section III following the eRP defini-
tion, despite the absence of dispersion the EGN model should
work correctly since all the other hypotheses of Section IV are
satisfied. Fig. 7 indicates that this is the case only by using the
(false) theoretical average phase. Using the true estimated aver-
age phase rotation induces a significant error for pre-dispersion
smaller than ∼400 ps/nm in absolute value. At larger values
of pre-dispersions, indeed the ISI is large enough to let the
average nonlinear phase rotation approach the theoretical large-
dispersion value. Asymptotically, the dispersion is so strong that
even the Gaussian assumption for the input field holds.

Even if not reported here, we numerically verified that the
mismatch between the reference average nonlinear phase used
by the EGN and the true nonlinear phase is the main reason of
the small gap between EGN and SSF results in Fig. 3.

E. FWM

In our EGN derivation we neglected FWM. To get a feeling of
the impact of FWM we refer to the system of Fig. 2, thus close to
a Nyquist WDM. By removing FWM in the MC we got an error
on aNL of 0.3 dB, an indication that with R = 32 Gbaud and
channel spacing 37.5 GHz FWM in a DU system can be safely
neglected. In our SMF-based system FWM starts to play a role
at 10 Gbaud at bandwidth efficiency 0.85, where we separately
verified that it is almost the entire cause of the small gap between
SSF and EGN nonlinear asymptotes of the QPSK-DU curves in
Fig. 4. This is not the case of the DM30 curve, where, by using
the nonlinearity decoupling method used in [27], we estimated
that FWM is responsible of about 30% of the gap between EGN
and SSF asymptotes. We ascribe the remaining part of the gap
to the breakdown of the noise circularity. FWM does play a role
either at small dispersions or at the Nyquist WDM, as shown in
[9].

F. Independence on Symbol of Interest

Probably this is the weakest point of all EGN models for
weakly dispersive systems. In assumption iii) in Section IV we
assumed that the NLI variance conditioned on the transmitted
symbol of interest (i.e., the actual variance we need for BER
computation) is equal to the unconditional variance, i.e., the
one computed by the EGN model by averaging on all symbols.
The two variances coincide when the NLI field is independent of
the symbol of interest. While EGN averaging over all symbols is
straightforward since the process that gets averaged is cyclosta-
tionary, when we condition on a specific symbol of interest the
received NLI is not cyclostationary anymore and computations
get much more involved despite the fact that the conditioned
symbol has zero cumulant.

This problem may be significant in the weakly dispersive
regime where the reduced system memory makes the contribu-
tion of the symbol of interest relevant to the total NLI variance.
The impact of such a problem was analyzed in [36], where
it was show that even with Gaussian distributed symbols, the
circularly distributed unconditional NLI distribution becomes
non-circular after conditioning.

An implication of assumption iii) is that it cannot account
for nonlinear phase noise. A simple proof is by looking at the

pseudo-correlation function E [V (z, t + τ)V (s, t)], which is
always zero under assumption iii). This way, V (z, t) is a proper
[13] stochastic process, implying that the real and imaginary
components of the NLI have the same variance, contrary to the
in-phase/quadrature unbalance naturally produced by nonlinear
phase noise [26]. Investigations of the phase noise nature of the
NLI appear in [15], [26], [37]. An attempt to include nonlinear
phase noise in modeling of coherent systems was proposed in
[38].

VI. CONCLUSION

From a first-order perturbative propagation model, we de-
rived a time-domain extended GN model yielding the time auto-
correlation function of the received NLI with linearly-modulated
input digital signals. We assumed an additive NLI to the
useful signal, obtaining excellent reach estimations both in
SMF-based DU links at all considered symbol rates, and in DM
links at rates above 10 Gbaud. Compared with the EGN in [9]
our model neglects FWM and caution should then be used when
dealing with non-zero-dispersion-shifted DU links, especially
at low frequency separation, a case, however, where also the
assumed circularity of NLI becomes questionable, especially
in a network scenario [26]. On the positive side, our EGN is
more easily extended to include distributed ASE. Also, double-
integral computations in the time domain may more naturally be
carried out due to similarity with the FFT based SSF approach.
Finally, our time-domain derivation based on cyclostationary
properties of the input signals leads to a cross-validation of the
SPM and cross-channel NLI theoretical formulas in [9] and to an
interpretation of their key coefficients in terms of signal cumu-
lants. Compared with the EGN in [15], our EGN does provide
not only the NLI variance, but the whole NLI auto-correlation,
i.e., even its spectral properties. Also, our eq. (15) was able to
simply explain the apparent contrasting conclusions of the stud-
ies in [14] and [18] regarding the convergence/misconvergence
of the EGN to the GN model. More work is needed to fully
understand the implications of the key model assumption of in-
dependence of NLI and received field at the symbol of interest,
in order to fully extend the method to DM links at lower symbol
rates.

APPENDIX A
LINEAR FILTERING OF CYCLOSTATIONARY SIGNALS

In this appendix we report a general property of cyclostation-
ary signals passing through linear time invariant (LTI) systems
[30]. Let:

y1(t) = h1(t) ⊗ x1(t)

y2(t) = h2(t) ⊗ x2(t).

Assume x1,2(t) are jointly cyclostationary processes of period
T such that:

Rx1 x2 (t, τ) = E [x1(t + τ)x∗
2(t)] =

∑

n

R(n)
x1 x2

(τ)ej2πn t
T .

Also y1,2 are jointly cyclostationary, thus Ry1 y2 (t, τ) can be ex-

panded in Fourier series as well with cyclic correlation R
(n)
y1 y2 (τ)
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at cycle frequency n/T equal to [30]:

R(n)
y1 y2

(τ) =
(
h∗

2(−τ)ej2πn τ
T

)
⊗ h1(τ) ⊗ R(n)

x1 x2
(τ).

In Fourier domain, with S̃
(n)
y1 y2 (f) � F

{
R

(n)
y1 y2 (τ)

}
and

H̃1,2(f) � F {h1,2(τ)}:

S̃(n)
y1 y2

(f) = H̃1(f)H̃∗
2

(
f − n

T

)
S̃(n)

x1 x2
(f). (22)

For a stationary signal only the n = 0 component exists, yielding
the well known input-output relation of LTI systems.

APPENDIX B
CUMULANTS AND MASTER THEOREM

In this appendix we review the main properties of cumulants
and derive the master equation (12). More information can be
found in [39] and at Wikipedia [40].

Definition 1: The joint cumulant generating function (CGF)
of the RVs X1 , . . . , Xn is defined as:

K(s1 , . . . , sn ) = log M(s1 , . . . , sn ) (23)

where M(s1 , . . . , sn ) is the moment generating function
(MGF):

M(s1 , . . . , sn ) = E
[
es1 X 1 + ...+sn Xn

]
.

�
Definition 2: The joint cumulant of the RVs X1 , . . . , Xn is

defined as:

κ(X1 , . . . , Xn ) =
∂nK

∂s1 · · · ∂sn

∣
∣
∣
∣
s1 = ...=sn =0

. (24)

The cumulant of a complex RV Z is indeed defined as [41]:

κp,q (Z) = κ(Z, . . . , Z
︸ ︷︷ ︸

p

, Z∗, . . . , Z∗
︸ ︷︷ ︸

q

).

�
Cumulants have several interesting properties. For instance they
are multilinear:

Proposition 3: For any list of constants c1 , . . . , cn , cumu-
lants satisfy the property [40]:

κ(X1 + Z, . . . ,Xn ) = κ(X1 , . . . , Xn ) + κ(Z, . . . ,Xn )

κ(c1X1 , . . . , cnXn ) = c1 · · · cnκ (X1 , . . . , Xn ) .

�
Unlike moments, cumulants of independent RVs are zero:

Theorem 4: Given a list X1 , . . . , Xn of RVs, if at least one
Xk is mutually independent of the remaining RVs in the list, the
joint cumulant is zero.

Proof: Suppose that X1 is independent of X2 , . . . , Xn . Its
MGF can be thus factored out of the overall MGF. The CGF is
thus:

K(s1 , . . . , sn ) = log [M(s1)M(s2 , . . . , sn )]

= log M(s1) + log M(s2 , . . . , sn )

and thus (24) is zero. �

The most important property of cumulants is their combina-
toric meaning, according to this lemma [39], [40]:

Lemma 5: By expanding in Taylor series both sides of (23),
using the Faá di Bruno’s formula we get:

κ (X1 , . . . , Xn ) =
∑

π

(|π| − 1)!(−1)|π |−1
∏

B∈π

E

[
∏

i∈B

Xi

]

(25)

E [X1 · · ·Xn ] =
∑

π

∏

B∈π

κ(Xi : i ∈ B) (26)

where π runs through the list of all partitions of {1, . . . , n}, B
runs through the list of all blocks in the running partition, and
|π| is the number of blocks in the running partition.

Example 6: If n = 3, the set π contains five partitions:
{1, 2, 3}, {{1, 2} , {3}}, {{1, 3} , {2}}, {{2, 3} , {1}},
{{1} , {2} , {3}}. For instance, the second partition
{{1, 2} , 3} contains two blocks (|π| = 2), i.e., {1, 2}
and {3}. We thus have:

κ(X1 ,X2 ,X3) = E [X1X2X3 ] − E [X1X2 ] E [X3 ]

− E [X1X3 ] E [X2 ] − E [X2X3 ] E [X1 ]

+ 2E [X1 ] E [X2 ] E [X3 ]

E [X1X2X3 ] = κ(X1 ,X2 ,X3) + κ(X1X2)κ(X3)

+ κ(X1X3)κ(X2) + κ(X2X3)κ(X1)

+ κ(X1)κ(X2)κ(X3).

�
In our case we are mainly interested in searching for cu-

mulants of RVs having rotational symmetry, according to the
following definition:

Definition 7: A complex RV Z has n-fold rotational sym-
metry if the distribution of Z is identical to the distribution of
Zej 2 π

n m for any m ∈ Z. �
The direct consequence of such a definition is the following

property:
Theorem 8: Let Z an n-fold rotational symmetric complex

RV. Hence, generalizing [13, p. 499]:

E [Zp ] = 0, p �= kn, k ∈ Z.

Proof: It is:

E [Zp ] = e−j 2 π
n kpE

[(
Zej 2 π

n k
)p]

= e−j 2 π
n kpE [Zp ] (27)

where the first equality follows by rewriting Zp as
e−j 2 π

n kp(Zej 2 π
n k )p , and where the second equality follows be-

cause the n-fold rotational symmetry of Z implies that Z and
Ze−j 2 π

n k have the same law ∀k ∈ Z. If p is not a multiple of n,
the only way to satisfy (27) is by E [Zp ] = 0. �

An interesting implication in our context is given by the fol-
lowing theorem:

Theorem 9: Cumulant κp,q (Z) of a complex RV Z with n-
fold rotational symmetry is zero if p − q �= kn with k ∈ Z.

Proof. According to Theorem 8, if the cumulant were non
zero, there would be at least one partition in (25) whose generic
block Zm (Z∗)l would have m − l = kn, k being an integer.
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Since this identity must be true for all the blocks forming the
partition, even p − q would be a multiple of n, in contradiction
with the hypotheses. �

Example 10: Using (25), the first three complex cumulants
of a zero mean complex RV having μn = E [|Z|n ] are [42]:

κ1;1 = κ(Z) = μ2
2

κ2;2 = κ(Z,Z,Z∗, Z∗) = μ4 − 2μ2
2

κ3;3 = κ(Z,Z,Z, Z∗, Z∗, Z∗) = μ6 − 9μ4μ2 + 12μ3
2 .

In particular, square M -QAM modulation with i.i.d. symbols
has:

κ2;2 = −3
5

M + 1
M − 1

μ2
2 , κ3;3 =

36
21

M 3 − 1
(M − 1)3 μ2

2

while κ2;2 = κ3;3 = 0 for Gaussian distributed symbols. �
We are now in position to collect all together the previous

statements within the following master theorem:
Theorem 11: Assume ak , k ∈ Z, complex i.i.d. RVs with n-

fold rotational symmetry and n ≥ 4. Let Wk = ckak and Yk =
gkak with ck , gk constants. Then:

∑

k,n,l
p,m ,q

E
[
WkW ∗

nWlY
∗
p Ym Y ∗

q

]
= κ3;3

∑

k

|ck |2 ck |gk |2 g∗k

+ κ2;2κ1;1

⎛

⎝2
∑

k,n

|ck |2 ckg∗k |gn |2 + 2
∑

k,n

|gk |2 g∗k ck |cn |2
⎞

⎠

+ κ2;2κ1;1

⎛

⎝4
∑

k,n

|ck |2 |gk |2 cng∗n +
∑

k,n

c2
k g∗2k c∗ngn

⎞

⎠

+ κ3
1;1

⎛

⎝4
∑

k,n,l

|ck |2 |gn |2 clg
∗
l + 2

∑

k,n,l

ck g∗k cng∗nclg
∗
l

⎞

⎠ .

(28)

Proof. From (26) each average value can be expressed as
a sum of cumulants of the RV creating the partitions. Us-
ing Theorem 4, in each block of each partition the indexes
must be identical. Thus, using Prop. 3 the set partitioning of
(26) contains cumulants κp,q with |p − q| ≤ 3. Theorem 9 en-
sures that such cumulants are zero if p �= q. Hence, only cu-
mulants κ1;1 , κ2;2 , κ3;3 participate to (26), thus completing the
proof. �

Equation (28) is rather complex. A first simplification is
provided by the eRP assumption. Hence, if the value of P
introduced in Section IV-A is twice the average power, i.e.,
P = 2κ1;1

∑
n |cn |2 , the second line of (11) is zero, according

to the following Corollary:

Corollary 12: If
∑

n |cn |2 =
∑

n |gn |2 , with E �
2κ1;1

∑
n |cn |2 we have (eRP assumption):

∑

k,n,l
p,m ,q

E
[
(WkW ∗

n − E) Wl

(
Y ∗

p Ym − E
)
Y ∗

q

]

= κ3;3

∑

k

|ck |2 ck |gk |2 g∗k + 2κ3
1;1

∑

k,n,l

ck g∗k cng∗nclg
∗
l

+ κ2;2κ1;1

⎛

⎝4
∑

k,n

|ck |2 |gk |2 cng∗n +
∑

k,n

c2
k g∗2k c∗ngn

⎞

⎠

+ κ3
1;1

⎛

⎝4
∑

k,n,l

|ck |2 |gn |2 clg
∗
l + 2

∑

k,n,l

ck g∗k cng∗nclg
∗
l

⎞

⎠ .

Proof. Obtained by straightforward application of the steps
in Theorem 11, and by using the identities:
∑

k,n,l,q

E
[
WkW ∗

nWlY
∗
q

]
=
∑

k

ckg∗k

(
κ2;2 |ck |2 +2κ2

1;1

∑

n

|cn |2
)

∑

p,m,l,q

E
[
YpY

∗
m Y ∗

q Wl

]
=
∑

k

g∗k ck

(
κ2;2 |gk |2 +2κ2

1;1

∑

n

|gn |2
)
.

�
All summations in (28) are periodic summations that can

be expressed in terms of convolutions by using the results of
Appendix C.

APPENDIX C
PERIODIC SUMMATIONS

Consider the periodic summation:

s(t, τ) =
∑

k

f(t + τ − kT )g(t − kT ).

This function is periodic in t of period T , hence it can be ex-
panded in Fourier series:

s(t, τ) =
∑

�

s(�)(τ)ej2π� t
T

with:

s(�)(τ) =
1
T

∫ T /2

−T /2

∑

k

f(t + τ − kT )g(t − kT )e−j2π� t
T dt

=
1
T

∫ ∞

−∞
f(t1 + τ)g(t1)e−j2π�

t 1
T dt1

=
1
T

f(τ) ⊗
(
g(−τ)ej2π� τ

T

)
.

Hence:

s(t, τ) =
1
T

∑

�

[
f(τ) ⊗

(
g(−τ)ej2π� τ

T

)]
ej2π� t

T . (29)

In frequency:

Fτ {s(t, τ)} =
1
T

∑

�

F̃ (f)G̃
(

�

T
− f

)

ej2π� t
T .
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