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Abstract—This paper discusses the key issues in reliable model-
ing and numerical simulation of ultra-wideband (UWB) long-haul
fiber-optic systems, such as those spanning the C+L band. We
analyze the complexity of the split-step Fourier method (SSFM),
including modern scenarios based on graphical processing units
(GPU), and its numerical setup for accurate simulations. We ex-
plain why using the Manakov equation in the nonlinear step of
the SSFM remains a good solution also in the UWB scenario,
even though the underlying assumptions may be violated. We next
propose a technique, called virtual channel grouping, to speed
up SSFM simulations in the UWB regime. Importance sampling-
based techniques are proposed to speed up the computation of
the enhanced Gaussian noise (EGN) model, with computational
times of the order of seconds. With such novel solutions, accurate
simulations are feasible even for UWB systems.

Index Terms—EGN model, NLIN, split-step Fourier method,
Raman effect, ultra-wideband systems.

I. INTRODUCTION

EXPLOITING the bandwidth of optical systems beyond
the conventional C-band spanned by erbium doped fiber

amplifiers (EDFAs) is probably the most prominent short-term
solution to increase the capacity of fiber-optic communication
systems. Although increasing capacity through bandwidth ex-
pansion is much less power-efficient than increasing it through
space division multiplexing [1], still the technology for band-
width expansion is mature and several vendors are developing
ultra-wideband (UWB) systems. The numerical simulation of
such UWB systems may be prohibitive, hence a proper channel
model should be used, depending on the required accuracy in
emulating the propagation over the optical fibers. Aim of this
work is to discuss the challenges of such UWB numerical simu-
lations, providing physical insight and solutions to get accurate
results in reasonable times.

On a local scale, the reference channel model is the nonlinear
Schrödinger equation (NLSE) [2]–[4], whose Kerr nonlinear
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effect can be described by the coupled-nonlinear Schrödinger
equation (CNLSE) or its averaged version, the Manakov-PMD
equation [3].

The Manakov-PMD equation, and especially its version with-
out PMD usually called the Manakov equation, is the reference
propagation model for most of the literature on nonlinear optical
communications. However, it is worth noting that the assump-
tions that lead to the Manakov equation may be violated in
the regime of UWB systems. In this work we explain why the
Manakov equation is indeed reliable in estimating the nonlinear
interference (NLI) variance even in the UWB-regime.

The novelty introduced by very large bandwidths is in the non-
negligible stimulated Raman scattering among channels [5]–[8],
and the frequency dependence of the fiber parameters, whose
most significant effect is summarized by the presence of the
third-order dispersion.

Moving from a local scale to a global scale, i.e., relating the
received signal to the transmitted one, is extremely challenging
and approximations are mandatory. The most reliable channel
model on a global scale is the iterative solution implemented by
the split-step Fourier method (SSFM) [2], [9]–[11]. The SSFM
is a convergent algorithm, hence it gets the exact solution for step
sizes approaching zero. This reassuring property is suggesting
us the most reliable way to keep control of the accuracy of a
simulation: running SSFM simulations for smaller step-sizes
until observing convergence. Such a wise choice becomes un-
practical because of the huge required computational time in
UWB systems, such that the typical approach is to check it for
one reference link and to apply the numerical setup in other
scenarios, hoping for a comparable accuracy.

However, in UWB scenarios, this approach may lead to sig-
nificant errors unless the step size is scaled inversely with the
square of the bandwidth of the signal [12], [13]. The simulation
time of a reliable simulation should thus scale roughly with the
fourth power of the bandwidth, as we will show in Section III.
This means that, for instance, doubling the bandwidth calls for
16 times more operations at the same accuracy. The complexity
is even more severe if the Raman effect is included since it calls
for further filtering operations in the numerical solution.

Running an SSFM simulation over ultra-large bandwidths
might thus be unfeasible, hence novel solutions are necessary.

A first solution is proposed in Section IV, where we first show
that the curse of SSFM is due to the use of small step sizes to
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correctly reproduce four-wave mixing (FWM). Curiously, while
in many optical links FWM is small, especially in modern links
where the trend is to increase symbol rates, we are forced to run
simulations with extremely small step sizes to avoid artificially
increasing FWM. As a solution, in Section IV we show that
it is better to neglect FWM, or part of it, rather than running
simulations with too-large steps that incorrectly inflate FWM.
To discriminate FWM we need to evaluate signal propagation at
the channel level, hence to handle a large set of coupled NLSE [2]
in UWB systems. This approach increases the complexity of the
nonlinear step but allows an increase of the step size. We propose
to split the simulation bandwidth into sub-bands, so as to reduce
the number of coupled NLSEs and to capture the most relevant
Kerr effects. The technique is called virtual channel grouping
(VCG) and is described in Section IV, where the computational
savings of VCG due to neglecting FWM at a given accuracy
are quantified. Besides the advantage of capturing the dominant
nonlinear effects, another advantage of VCG is that the Raman
effect may be easily implemented as a flat gain per group, thus
saving extra fast Fourier transforms (FFT).

An alternative to SSFM-based simulations is provided by
perturbative solutions of the NLSE [14]. Such channel models
are able to close integrations along distance, thus avoiding
the problem of the SSFM step selection, but are valid only
in the limit of weak nonlinearity. Luckily, this is the case of
most communication systems of interest, hence the predictions
of perturbative models are quite relevant. Another advantage
of perturbative solutions is that it is possible to calculate the
variance of the perturbation in closed form. Among existing
models, of particular interest is the enhanced Gaussian noise
(EGN) model [15], which is able to provide an expression of
each nonlinear contribution to the NLI variance. Such a model,
once expressed in the time domain and generally referred to as
nonlinear interference noise (NLIN) model [14], [16], is able to
highlight further properties of the NLI, such as the correlation
functions and the statistics of the phase noise [17]. A particularly
efficient numerical implementation of the EGN is obtained by
using Monte Carlo integrations [18].

The EGN model and novel importance-sampling techniques
are discussed in Section V.

In summary, the paper is organized as follows: in
Section II we introduce the main models describing the optical
fiber and comment on their reliability; in Section III we analyze
the challenges of SSFM simulations in the ultra-wideband sce-
nario; in Section IV we introduce the VCG technique to speed-up
simulations at a given accuracy; in Section V we discuss the
EGN model and propose importance-sampling to speed up its
numerical computation.

II. CHANNEL MODELS

The propagation of the electric field �A = [Ax, Ay]
ᵀ along

distance z of an optical fiber is described by the NLSE:

∂ �A

∂z
= − α

2
�A− jB0

�A−B1
∂ �A

∂t
+ j

β2

2

∂2 �A

∂t2
+

β3

6

∂3 �A

∂t3

− jN ( �A) (1)

where α accounts for fiber attenuation, B0,1 are 2 × 2 matri-
ces accounting for fiber birefringence and polarization mode
dispersion (PMD), respectively, β2,3 are the group velocity and
third-order dispersion coefficients, respectively. For bandwidths
exceeding the C+L, even the frequency response of the attenu-
ation should be accounted for [7]. The operator N summarizes
the Kerr nonlinear effect. Depending on the behavior of the fiber
birefringence, the operatorN can be described at different levels
of approximations leading to the CNLSE or the Manakov-PMD
equation [3].

Many investigations in the literature adopt the Manakov-PMD
equation [3]. Such an equation is generally faster to be solved
numerically compared to the CNLSE by at least a factor 3.
Moreover, in the absence of PMD, the Manakov equation is a
deterministic equation and can be simulated with a single Monte
Carlo run.

However, in the novel scenario of UWB simulations, the
assumptions of the Manakov equation may be questionable.
This observation was first made by Marcuse et al. [3] and came
back in the context of large capacity systems in [4], [19], [20].
The reason is that the fundamental averaging of the Manakov
equation requires the length scale of mode-coupling, known as
the fiber correlation length Lcorr, to be much smaller than the
typical length scales of the linear and nonlinear effects, such
as the dispersion length LD and the nonlinear length LNL [2].
In particular, the dispersion length scales inversely with the
square of the bandwidth, thus in a UWB system it may be
comparable, or even smaller, than Lcorr. The fiber correlation
length can be further related to two characteristic lengths of
birefringence: the length Lw over which the birefringence axes
change, and the fiber beat length LB, i.e., the length over which
the birefringence eigenvalues periodically beat. In the limit of
LB � Lw we haveLcorr � Lw since two neighboring waveplates
are described by statistically uncorrelated random matrices. In
the limit LB � Lw, the transfer matrix of a waveplate is close to
the identity matrix, hence the decorrelation is eventually reached
after crossing several waveplates. In such a regime it has been

proved that Lcorr =
L2

B
2π2Lw

. Typical values of Lcorr range from 1
m to 100 m, while LB is typically about 10 m [21].

In Appendix A we investigate bounds on the Manakov equa-
tion accuracy compared to the CNLSE, confirming its reliability
in predicting the NLI variance even for UWB simulations. For
this reason, in this paper we concentrate on using the Manakov
equation.

The Manakov equation lends itself to a perturbative solution.
In the special, most important case of first-order regular pertur-
bation of the NLSE, the input/output field at angular frequency
ω under the Manakov formalism is:

�A(z, ω) = �A(0, ω)− jγ

∫∫ ∞

−∞
η(ω, ω1, ω2)

× �A†(0, ω + ω1 + ω2) �A(0, ω + ω1) �A(0, ω + ω1)
dω1

2π

dω2

2π
(2)

where † indicates transpose-conjugate while η(ω, ω1, ω2) is
the fiber kernel [22]–[24], whose expression is commented in
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Appendix B. For many optical fibers the integral along z inherent
in the kernel η can be evaluated in closed form, thus avoiding the
numerical problems related to the step size choice of the SSFM.
However, eq. (2) does not yield any particular advantage for
numerical computations compared to the SSFM because of the
presence of the double frequency integrals. The main advantage
of (2) is that it is the starting point to derive GN and EGN models,
which can provide the variance of the NLI in computational
times of the order of seconds, as we will show in Section V.

III. SSFM BASED SIMULATIONS

The SSFM algorithm aims at finding an approximate solution
of the NLSE, by accounting in the nonlinear step either for the
complete Kerr effect when using the CNLSE, or for an averaged
version when using the Manakov equation. Since the Manakov
equation is reliable even for UWB simulations, as discussed in
Section II, we concentrate on it because it is simpler and faster
to solve.

The complexity of an SSFM simulation depends on the
number of FFT points and the number of steps. The number
of FFT points NFFT is related to the number of data symbols
Nsymb and the number of samples per symbol Nt by the product
NFFT = NsymbNt. In the frequency domain normalized to the
symbol rate R of the channel under test (CUT), 1/Nsymb is
the minimum frequency resolution while Nt/2 is the maximum
resolved frequency (Nt is the Nyquist frequency). In a reliable
simulation, Nsymb should scale with the maximum walk-off
among channels to avoid aliasing in the time domain, while Nt

should scale with the wavelength division multiplexing (WDM)
bandwidth to avoid aliasing in the frequency domain. For a
WDM of bandwidth BWDM the walk-off per unit-length is pro-
portional to |D|BWDM, |D| being the largest value of the fiber
dispersion over the WDM bandwidth, hence, in the relevant case
of dispersion uncompensated links, we have:

Nsymb = O(|D|BWDMRL)

Nt = O
(
BWDM

R

)

after an optical link of length L. The symbol O(g(x)) indicates
a term whose magnitude is upper bounded by the function
Mg(x), with M a positive constant. The number of FFT points
thus scales with NFFT = O(|D|B2

WDML), independently of the
granularity of the bandwidth.

The second ingredient to estimate the SSFM complexity is the
number of steps Nh. Such a number depends on the length of
the first step h1 and the step updating rule. The first step should
scale with the inverse of the square of the signal bandwidth to
correctly capture the impact of FWM [12]:

h1 = O
(

1

|D|B2
WDM

)
. (3)

For longer steps, the FWM is overestimated since the phase
matching coefficient (18) is under-sampled along space and thus
FWM accumulates more coherently [12], hence at a faster rate.
Some popular step-updating rules, such as the constant local
error (CLE) [25], [26], the nonlinear phase criterion (NLP) [10],

Fig. 1. Computational time to evaluate a linear (LIN) and a nonlinear (NL)
step of the SSFM vs number of samples, both with or without GPU.

and the logarithmic step (LS) size [11], update the k-th step as1

hk+1 � hke
α
q hk (4)

in the limit of small step-size, as usual in UWB simulations. The
parameter q is 1 for the LS and the NLP, 2 and 3 for the CLE
with asymmetric/symmetric step, respectively [12], [25], [26].

As a reference, we found that an SSFM simulation of a 10 THz
WDM system over a 100 km single-mode fiber (SMF) including
Raman scattering is accurate with an SNR error < 0.1 dB by
using the symmetric-step CLE with the first step of 30 cm,
for a total of 300000 SSFM steps. Such a number corresponds
to a FWM-aware first step choice with ΦFWM = 25 rad [12,
eq. (13)]. The same first step with the NLP requires a nonlinear
phase per step of 6 · 10−5 [rad] with a WDM total power of
23 dBm (0 dBm/channel).

The step is thus increasing along distance thanks to the
decreasing nonlinear Kerr effect. For a lossless fiber the num-
ber of steps scales with Nh = O(L/h1). Such scaling is well
satisfied even in the limit of many steps per fiber, as usual in
time-consuming UWB simulations, since with very small steps
the stretching (4) is quite small over the fiber length.

The linear and nonlinear step evaluation takes time, whose
cost depends on the amount of parallelization available in the
computer architecture. As a reference, in Fig. 1 we estimated
the elapsed time to run an elementary linear/nonlinear step
for a polarization division multiplexing (PDM) signal vs NFFT.
In the linear step, we included only group velocity dispersion
(GVD), while in the nonlinear step only memoryless self-phase
modulation (SPM). The propagated signal constellation has no
impact on the computational time, hence we used a Gaussian
distributed complex signal.

The computational time for the linear step accounts for linear
filtering made by FFTs, the evaluation of the exponential func-
tion of the GVD filter, and the filtering operation in the frequency
domain. The nonlinear step needs the additional computation
of absolute square values to get SPM, but it is FFT free. We

1Such expression does not account for the Raman effect. However, by includ-
ing it in (4), we observed a negligible impact on the results since fiber attenuation
is the dominant effect on the power variations.
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used a cluster based on INTEL XEON E5-2683v4 2.1 GHz
32 cores central processing units (CPU) with 128 GB of RAM
and NVIDIA Tesla P100 graphics processing unit (GPU). All
simulations were performed with MATLAB R2017b. With GPU
we measured just the pure computational time within the GPU
since the transfer of data GPU/memory is generally performed
only at the beginning/end of a numerical simulation.

While the original FFT algorithm has been introduced for
signals having log2(NFFT) an integer, mixed-radix FFT algo-
rithms [27] relax this constraint and just require not too big
prime factorizations. For this reason, we used a number of
samples NFFT whose factorization contained only combinations
of powers of 2 or 3 or 5, e.g., 720000 = 273254. Such 3 numbers
are enough to sample the set N of the integers with a sufficiently
fine grid such that any value of Nsymb or Nt can be reproduced
without wasting too many resources as for a coarse grid made
of powers of 2 only.

In Fig. 1 we observe that the GPU parallelization performs
all computations at the same time up to about 105 samples, after
which the time starts to scale as much as in CPU. The reason is
related to the exhaustion of the floating point operations (Gflops)
available in the GPU. In the large NFFT region we observe that
the linear step is almost a factor 3 slower than the nonlinear
step in GPU, and a factor 18 in CPU. It is worth noting that
in the presence of the Raman effect the cost of the nonlinear
step is comparable to the cost of the linear step since the Raman
filtering on nonlinearity calls for an additional FFT/inverse-FFT
operation.

Since the cost of the nonlinear step is a fraction of the
cost of the linear step forNFFT � 1, we can focus on the number
of multiplications Cm to perform the linear step to have an idea
of the scaling properties of a reliable SSFM simulation. Putting
together all the previous observations, we have:

Cm = O (NFFT (log2 (NFFT) + 1 + κe)Nh)

= O (|D|B4
WDML2

(
log2

(|D|B2
WDML

)
+ 1 + κe

))
.

where κe is the cost of each exponentiation while the cost of
FFT has been taken to scale as NFFT log2 NFFT. The complexity
scales extremely fast for increasing bandwidths, with at least a
fourth power in BWDM. Such a scaling may be too fast for UWB
systems, so that alternative solutions have to be found. In the
next section we investigate in more detail the requirement of the
walk-off window to set Nsymb.

A. Walk-Off Window

We sized the number of symbols to tackle the worst case of
aliasing in the time domain, i.e., such that the walk-off between
the edge channels of the WDM is less than the signal duration.
The reason is related to the use of circular convolutions that make
the discrete time axis modulo NFFT. With this choice, cross-
channel nonlinear effects occurring at two different coordinates
are statistically independent and the simulation does not show
numerical artifacts. However, it is worth noting that, after the
distance corresponding to a walk-off equal to the entire signal
duration, the interfering signal may be well different than its
initial shape in case of large accumulated GVD, as in UWB

Fig. 2. Error on the unit-power NLI variance aNL versus sequence length
Nsymb. The error bars are one standard deviation from the average. The diamond
highlights the number of symbols required by the walk-off length between the
edge channels, eq. (6).

scenarios. Hence the aliased replica is only partially correlated
with the original one, such that the artificial resonances may be
small. We thus investigated how much temporal aliasing can be
tolerated by testing the following setup.

We estimated the unit-power nonlinear interference variance
aNL, which is related to the NLI variance per channel σ2

NLI by
the definition:

σ2
NLI � aNLP

3 (5)

withP channel power, equal to 0 dBm in our setup. In the figures
we express aNL in a dB-scale by using 10 log10(

aNL

1mW−2 ).
We tested different sequence lengths Nsymb in the range 210 to

217 with different random seeds and then computed the average
aNL and its standard deviation with respect to the most accurate
available value, i.e., the mean value with the longest sequence,
called abest

NL . The mean of aNL yields information about the
bias introduced by using a given number of symbols, while its
standard deviation yields information about the Monte Carlo
randomness.

We analyzed a transmission of 41 channels spaced 50 GHz
and modulated atR = 49 Gbaud by PDM quadrature phase shift
keying (QPSK) signals with 0.01 pulse roll-off. The CUT was
centered at λ = 1550 nm. The link was made of 20 × 100 km
spans of SMF with dispersion D = 17 ps/nm/km, third-order
dispersion coefficient 0.057 ps/nm2/km, attenuation 0.2 dB/km
and nonlinear coefficient γ = 1.26 1/W/km. We used a matched
filter based receiver where we recovered the average phase and
polarization mismatch by a trained least-squares estimation with
1 tap [28].

Fig. 2 shows the corresponding results. The error bars indicate
one standard deviation bar while circles indicate the average
values. The diamond is a label to indicate the number of symbols
Nwo called by the walk-off length between the edge channels,
which is [12]:

Nwo = |Dcum|BWDM
λ2

c

c
R · 10−3 [symbols] (6)

where BWDM is in GHz, the symbol rate R in Gbaud, the WDM
central-channel wavelength λc in nm, the speed of light c in
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Fig. 3. Example of contour levels of the fiber kernel |η|2and corresponding
normalized frequency grid by using sequences of Nsymb symbols.

m/s and the largest, channel-dependent, accumulated dispersion
along the link Dcum in ps/nm. We observe that below Nwo the
average aNL is appreciably smaller than the most accurate one,
thus showing a negative bias that is not canceled by iterating
over Monte Carlo runs.

The negative bias can be understood from the following
reasoning. Since we are using circular convolutions, our digital
signals are implicitly periodic signals, thus showing a spec-
trum concentrated at discrete frequencies multiple of 1/Nsymb

(see Section III). With reference to eq. (2) without loss of
generality, we are thus sampling both frequency axes (ω1, ω2)
over such a grid. Now, the fiber kernel η in eq. (2) has typical
contour levels which take the form of a cross concentrated over
the main (ω1, ω2) axes. Fig. 3 sketches the idea. On the axes the
kernel is real, which implies a nonlinear distortion in quadrature
with the symbol of interest, i.e., a constant phase shift. However,
at a given value ω1, the kernel is a decreasing function of |ω2|
(see Appendix B) at a faster rate when increasing |ω1|. Hence,
when decreasing the data length Nsymb, the frequency grid be-
comes coarser such that, because of the bad frequency sampling,
the dominant contribution is more and more provided by the
samples on the main axes, corresponding to the frequencies of
the interfering channel’s carriers. This way, the cross-channel
nonlinearity due to far away channels gets closer to a constant
phase shift for decreasing Nsymb. But a constant phase shift is
not distortion since it is fully recovered by the carrier phase
estimator, hence the negative bias observed in Fig. 2.

Fig. 2 also highlights the importance of the Monte Carlo esti-
mation noise. This is particularly evident in the large error bars
at small values of Nsymb, while it disappears at a large number
of symbols. We recommend using large symbol windows to
mitigate both the Monte Carlo uncertainty and the time aliasing
problems in a single simulation.

IV. VIRTUAL CHANNEL GROUPING

The previous discussion provided computational cost esti-
mates to explain why UWB simulations, e.g., encompassing the
C+L bands, are technically barely feasible with today’s simula-
tion technology. In this section we introduce a technique, which
we call virtual channel grouping (VCG), to speed-up UWB

simulations. The technique consists of partitioning the WDM
channels into Ng contiguous groups (akin to super-channels),
and separately simulate the propagation of the groups along the
fiber accounting for just self- and cross-group nonlinear effects.
Namely, the solution of the NLSE equation presented in Section
I is approximated by the superposition of the solutions of Ng

coupled-NLSEs, one for each group. Therefore, VCG represents
a group-wise version of the well-known separate fields approach
[2], [29] which we next describe, where the FWM among groups
is neglected.

The total propagating field, composed ofNch WDM channels,
can be written as a multiplex of Ng ≤ Nch neighboring groups
as:

�A(z, t) =

Ng∑
n=1

�An(z, t) exp(jΩnt)

with �An the n-th group of channels with central frequency Ωn.
The corresponding set of coupled-Manakov equations for n =
1, . . . , Ng is:

∂ �An

∂z
= − α

2
�An − jB0n

�An −B1n
∂ �An

∂t
+ j

β2n

2

∂2 �An

∂t2

+
β3n

6

∂3 �An

∂t3
− j

8

9
γ

∑
k,�,m∈Sn

�A†
m
�Ak

�A� (7)

where the subscript n indicates that the parameters of the NLSE
in (1) are evaluated at frequency Ωn, and

Sn � {(k, �,m) : Ωk +Ω� − Ωm − Ωn = 0} (8)

is the set of group indexes (k, �,m)whose corresponding central
frequencies satisfy the law of conservation of energy [2]. In
the limit of a single group composed of the whole WDM,
the separate groups Manakov equations reduce to the standard
eq. (1). The VCG savings come from solving (7) for each
group of channels through the SSFM by accounting only for
cross-channel interactions and neglecting FWM, for which a
closed form expression of the nonlinear step exists [29]–[31],
as also reported in Appendix C for convenience. The solution
obtained in the single group scenario, that we call the unique
field solution, represents the “true” solution since it accounts for
all the nonlinear effects occurring during propagation, including
FWM. On the other hand, VCG neglects part of the FWM, as
we will discuss in detail in Section IV-A.

The VCG-SSFM requires to solve a set of coupled differential
equations, as opposed to the single equation of the unique field.
However, each group has a bandwidth Bg < BWDM and thus
can be sampled at a smaller frequency, such that the overall
number of samples is unchanged. The idea is thus an application
of multirate signal processing [27] to the NLSE. The reduction
of the complexity of the VCG-SSFM with respect to the unique
field SSFM is due to the possibility to increase the step size,
such that the first step (3) becomes O(1/(BgBWDM)). This way,
longer steps by a factor Ng are possible. However, while the
complexity of the linear step changes little by changing Ng [27],
the complexity of the nonlinear step significantly changes.
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Fig. 4. Ratio of the computational time of VCG over the unique SSFM for
different FFT sizes. Computations performed in GPU by vectorizing both the
nonlinear and the linear steps.

To quantify the computational advantage of the VCG we
measured the time to perform a single step with both methods,
and normalized the VCG time by Ng to account for the smaller
number of steps. Fig. 4 shows the computational gain of VCG
expressed as the ratio of such computational times versus the
number of groups Ng, for different signal sizes. We followed
the same procedure of Fig. 1 by optimizing the numerical imple-
mentation of each step at our best. In particular, all computations
have been vectorized in MATLAB. We note that for Ng > 3 the
cost is decreasing for increasing number of groups, yielding a
gain of almost a factor 10 in the separate groups setup with one
channel per group. Please remember that the larger the number of
groups, the larger the error introduced by VCG, hence a trade-off
complexity/accuracy exists. Numerical results in Section IV-B
will quantify this trade-off.

A. Physical Insight

The nonlinear Kerr effect is generally classified with differ-
ent names depending on the involved channels. Historically,
the classification was conceived for quasi constant-wave (CW)
WDM channels spaced far apart, thus focusing only on the
carriers involved in the process [2]. Referring to (7) where
the indexes label the WDM channels (rather than the groups),
in the standard classification the contribution in the nonlinear
term summation with indexes k = � = m = n corresponds to
SPM, those with indexes (k = �) �=(m = n) to cross-phase
modulation (XPM), and all remaining contributions to FWM
[2]. However, in modern transmissions with large bandwidth
efficiency, Poggiolini first showed in [32] that channels may in-
teract by means of the Kerr effect even if their carrier frequencies
do not meet (8). In this framework, with reference to eq. (2), it
is more appropriate to interpret the Kerr nonlinearity as a FWM
among the Fourier frequencies of the WDM spectrum satisfying
ω = ω1 + ω2 − ω3. If we set, for the sake of example, ω = 0 for
the low-pass frequency corresponding to the carrier frequency
Ωn of the CUT, the remaining frequencies are constrained by
ω3 = ω1 + ω2.

Fig. 5a sketches an example of the frequency domains in the
(ω1, ω2) plane involved in such FWM, i.e., the domain where

the cubic term in the integrand of (2) is non-zero [32], for
channels having the spectra depicted in Fig. 5e. We refer without
loss of generality to a single polarization since the additional
contributions coming from cross-polarization interactions can
be treated similarly [33]. In Fig. 5c we note that the traditional
SPM, XPM and FWM terms, which would correspond in the
quasi-CW regime to dots on a regular grid having the carrier
frequency spacing, show-up now as hexagons (inscribed in a
square of edge equal to the channel bandwidth Bch) centered at
grid dots. In this paper, we will keep calling the contributions of
such hexagons as SPM (purple), XPM (green), and classic FWM
(red). However, due to the close spacing of the WDM channels,
new important triangular domains appear, as first noticed in [32].

It is worth noting that in [15], [32] all contributions involving
two channels were called cross-channel interference (XCI),
while all the contributions involving three or four channels were
called multi-channel interference (MCI).

In this paper, we will call the contributions of the blue triangles
in Fig. 5a as XCI (this is consistent with the XCI naming in
[15, Fig. 7]), and those of the orange triangles as MCI, as better
specified in Fig. 5d, where we highlight by examples the position
of the four spectral frequencies generating the Kerr nonlinearity
(purple arrow is the carrier of the CUT), our labeling, and their
k, �,m, n index relations. For numerical purposes, we found
important to adopt the classification in the figure instead of
treating everything as FWM in order to efficiently sample the
islands by importance sampling, as discussed in Section V.

The efficiency of a generic FWM process is weighted by the
fiber kernel, which depends on the phase matching coefficient
Δβ defined in Appendix B, being maximum for Δβ = 0. This
can occur only when the four frequencies are degenerate or pair-
wise degenerate, e.g., the carrier frequencies involved in the
SPM and XPM effects. In Fig. 5d, the contributions of SPM and
XPM are thus highly efficient. Among the other effects, XCI is
generally efficient since it involves closer frequencies coming
from neighboring channels. Classic FWM and MCI are generally
much less efficient since they involve far away frequencies.

The unique field approach treats the whole WDM comb as
a single super-channel, hence it implicitly accounts for all the
SPM, XPM, XCI, FWM and MCI effects. On the other hand, as
we observed previously, a bad SSFM setup with too long steps
emphasizes XCI, FWM, and MCI as if they had a smaller phase
matching coefficient, especially in UWB systems, thus inducing
wrong estimations.

The Kerr contributions captured by the separate groups ap-
proach of (7) are visualized in Fig. 5b, where as an example
we grouped the 9 WDM channels in groups of 3. We will call
the group containing the CUT as the group under test (GUT).
Fig. 5b is organized on two layers, with the channel islands at
the bottom layer and the group islands at the higher layer. We
note that in the higher layer all the triangles have disappeared
since they correspond to group index combinations which do
not satisfy (8). However, some triangles remained in the lower
layer within the group-hexagons, which are able to capture all
the Kerr effects within each group.

The proposed VCG method reduces the computational com-
plexity of (7) by neglecting all classic group-FWM terms, as
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Fig. 5. a©: Frequencies ω1, ω2 involved in the Kerr effect of (2) at ω = 0, where the fourth frequency of the FWM-related process is ω3 = ω1 + ω2 for the law
of energy conservation. b©: Same as left but referred to (7) with superimposed the group- islands accounting for intra-group SPM, inter-group XPM and FWM.
c©: Islands accounted by the VCG algorithm. d©: corresponding NLI classification with examples. The example is for a 9 channel WDM transmission with 3

channels-per-group VCG, as sketched in e©.

exemplified in Fig. 5c. The gain comes not only from avoiding
classic FWM computations, but also from the fact that the
nonlinear term in the SSFM can be expressed in closed-form,
as discussed in Appendix C. Unfortunately, not all the FWM
contributions can be captured by VCG, as visible by comparing
Figs. 5a and 5c. In fact, inter-group FWM, cross-group inter-
ference (XGI) and multi-group interference (MGI) are missed
by VCG. VCG thus saves time at the expense of a bias. Such a
trade-off is investigated in the next Section.

B. Numerical Results

In order to highlight the main features of the VCG-SSFM
approach, in this section we focus on a scenario where FWM
is non-negligible [34]. Namely, we consider a 216 WDM chan-
nel transmission of PDM-16 quadrature amplitude modulation
(QAM) signals with symbol rate 4 Gbaud and channel spacing
4.7 GHz, for an overall bandwidth of ≈1 THz, with per-channel
power −9 dBm. We analyzed a 20 × 100 km dispersion uncom-
pensated SMF link. The transmitted sequence length was 4096
symbols to capture the maximum walk-off length Nwo in (6),
while the number of points per symbol was set to have a Nyquist
frequency per group a factor 1.5 larger than the group bandwidth.
The SSFM was implemented with the CLE step-updating rule,
with the symmetric step described in Section III.

Figure 6 shows the SNR evaluated at CUT as a function of
the number of SSFM steps, both for the unique field approach

Fig. 6. SNR vs the number of SSFM steps for a PDM-16QAM transmission
after 20× 100 km. Solid lines: VCG with variable number of channels per group
Ng = 216,73,44,23,15,11,9,5,3. Dashed line: unique field solution.

and the VCG with a decreasing number of groups Ng. For
each scenario, we increased the number of steps until observing
convergence, considering an SNR error smaller than 0.005 dB as
a convergence criterion. Thus, the point of each curve associated
with the largest number of steps represents the most accurate
solution for that setup.

We note that, according to the adopted stop-criterion, the most
accurate SNR of VCG with a single channel per group, i.e.,
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Fig. 7. aNL vs the number of channels per group. Markers: SSFM simulations
(triangle for the unique field, circles for the VCG). The solid lines show the
EGN model of VCG, thus accounting only for the islands of Fig. 5c, and its
corresponding Kerr contributions to aNL.

the standard separate-fields approach, is obtained after only 920
steps, thus with big step-savings compared to the 103820 steps
required by the most accurate unique-field benchmark SNR,
called SNRbest. However, the separate-fields estimate suffers
from a bias of ≈1.5 dB with respect to SNRbest. Such a bias
approaches zero as we increase the group size. For instance, the
green curve in the figure with Ng = 23 saturates with a bias
of 0.28 dB with respect to SNRbest after 5660 steps. The same
error, in absolute value, is reached by the unique field curve
after 26000 steps, thus with a reduction of steps by VCG by a
factor 4.6. For the edge channels of the WDM comb we observed
convergence at almost twice the number of steps. We ascribe this
result to the lower NLI variance of such channels that calls for
more accuracy to keep the SNR error unchanged over the WDM
bandwidth, according to [12, eq. (6)]. However, we noted that
the SNR of 90% of the WDM channels showed to saturate at a
comparable number of steps.

We stopped all the simulations with a very small confidence
error on the SNR of 0.005 dB, to clearly observe saturation and to
have a reliable reference value for SNRbest. However, it is worth
noting that using larger confidence errors might help, thanks to a
cancellation of errors. In fact, a higher confidence error calls for
a smaller number of steps, hence with an SNR for sure smaller
than the saturation value at infinite steps [12], as visible in Fig. 6.
On the other hand, VCG always overestimates SNR.

The improvement in accuracy of VCG for an increasing num-
ber of channels per group is related to the inclusion of subsets of
FWM, XCI, and MCI effects. To better appreciate this point and
corroborate the discussion of Section IV-A, we plot in Fig. 7 the
aNL estimated with VCG as a function of the group size, and
the relative contributions of SPM, XPM and FWM (including
MCI and XCI). The corresponding variance contributions (solid
lines) were computed by means of the perturbative EGN model
that will be discussed in Section V, whose accuracy is confirmed
by the excellent match with SSFM simulations in Fig. 7. Please
note that the red curve accounting for FWM, XCI, and MCI
with one channel starts from −∞ dB with one channel per
group, with a significant error in the VCG prediction. However,
by including the two next-neighbor channels, hence XCI, the

Fig. 8. aNL vs the shift from the WDM central frequency for a PDM-64QAM
transmission over a 10 THz bandwidth after 100 km and 10× 100 km. Solid
lines: SSFM simulations. Dashed lines with markers: EGN-model.

accuracy improves by 1 dB saturating for increasing number of
channels per group.

V. SAMPLING METHODS FOR THE EGN MODEL

An efficient alternative to the SSFM is provided by semi-
analytical models such as the EGN model, which we next discuss
in more efficient importance-sampling based versions.

The EGN model accurately evaluates the variance of the NLI
under the approximation that the Kerr effect is a perturbation.
Such a variance can be written as the sum of two contributions
[14]–[16], [33]:

σ2
NLI = σ2

GN + σ2
HON (9)

where σ2
GN accounts for the second order cumulants of the

constellation symbols, while σ2
HON accounts for the higher-order

cumulants [33]. Since only Gaussian distributed symbols have
σ2

HON = 0, the part σ2
GN is called the GN-model contribution and

σ2
HON the modulation-format dependent EGN correction.
Equation (9) can be easily converted to a signal-to-noise ratio

(SNR), while the SNR is usually converted to a bit-error rate
(BER) under the assumption of an additive white Gaussian noise
channel. The latter assumption holds whenever the receiver is
not able to exploit correlations in the NLI or when the NLI shows
a negligible contribution of nonlinear phase and polarization ro-
tation noise (PPRN) [35], and represents a good approximation
for nowadays dispersion-uncompensated ultra-long links. For
instance, in Fig. 8 we show the aNL coefficient defined in (5)
evaluated by the EGN together with SSFM simulations for a
201 WDM channel transmission with per-channel power 0 dBm,
symbol rate R= 49 Gbaud and channel spacing Δf = 50 GHz,
for an overall bandwidth of 10 THz, for a PDM-64QAM system
after n× 100 km of SMF, n = 1,10, with fiber parameters as
in Section III-A. We included the stimulated Raman scattering
among channels in the EGN model by means of the triangular
approximation of the polarization-averaged Raman profile [36]
with slope 0.028 (THz ·W · km)−1, while in the SSFM we used
a polynomial interpolation of the experimental profile [2], with
a peak value of 0.42 (W · km)−1. The numerical setup used
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Nsymb = 65700, Nt = 432 with a symmetrized-SSFM with a
first step of 18 cm and the CLE step-updating rule. The fit is
very good, confirming the validity of the EGN as well as the
triangular approximation of the Raman profile up to a bandwidth
of 10 THz, i.e., close to the frequency-shift of maximum Raman
gain [2].

The numerical computation of (9) aims at evaluating multi-
dimensional integrals [15], [18], [33]. For instance, if all chan-
nels are modulated with sinc pulses, σ2

GN after matched filtering
requires the evaluation of the following:

σ2
GN =

(
8

9
γ

)2

P 3
∑
h,�,s

∫∫∫ ∞

−∞
|η(ω, ω1, ω2)|2

∣∣∣P̃n(ω − Ωn)
∣∣∣2

×
∣∣∣P̃ ∗

h(ω + ω1 + ω2 − Ωh)
∣∣∣2
∣∣∣P̃s(ω + ω2 − Ωs)

∣∣∣2

×
∣∣∣P̃�(ω + ω1 − Ω�)

∣∣∣2 dω
2π

dω1

2π

dω2

2π
(10)

where P̃k(ω) is the Fourier transform, with rectangular shape,
of the supporting pulse of the channel modulated at carrier
frequency Ωk. The triple integral in (10) is over the islands
shown in Fig. 5a, while the triple summation is over the set
of channels satisfying |Δh�sn| ≤ 2πBch, with Δh�sn�Ωh −
Ω� − Ωs +Ωn. In particular, we observe that the combina-
tions yielding |Δh�sn| = 2πBch correspond to the triangles in
Fig. 5a.

In [18] Dar et al. proposed to evaluate the triple integral in (10)
by Monte Carlo (MC) integration, which in high dimensions is
more efficient than quadrature rules based on interpolating poly-
nomials since it better tolerates the “curse of dimensionality”
[37], i.e., for well-behaved functions the standard deviation of
the MC error, contrary to quadrature rules, scales with 1/

√
NMC

independently of the number of dimensions, where NMC is the
number of samples. Besides this aspect, the simplicity of the
MC method is another argument to support its application.

Here we suggest to fully exploit the MC idea to randomly sam-
ple also the triple summation

∑
h,�,s over the channel indexes in

(10). The approach gives some advantages in evaluating FWM
contributions because it removes the loops of

∑
h,�,s in favor

of a single MC summation, whose vectorized implementation
yields some improvements in numerical interpreted languages
such as MATLAB. For FWM estimations, instead of sampling
the channels independently over a square grid, we suggest to
sample only in the visible islands in Fig. 5a, thus by generating
one channel index at random and by conditioning the generation
of the remaining one.

We also found some advantage in using importance sampling
(IS) [38], [39] by using different sampling distributions than
the simplest uniform distribution adopted by the MC method. A
first IS strategy, also called stratified-sampling (SS) [37], [40], is
to estimate independently each nonlinear effect according to the
terminology of Fig. 5. We propose to estimate XPM by sampling
channel n, n �= nCUT, by a warped probability mass function
(PMF) equal to c/|n− nCUT|x, with c a normalization constant.
Such a sub-optimal PMF pushes more samples in channels closer
to the CUT, following intuition, with a probability governed by

Fig. 9. Ratio of the number of samples with MC and SS to get a given relative
error vs. WDM bandwidth.

x. The parameter x can be found by a least-squares fitting of
the optimal SS-strategy σn/

∑
n σn [37], with σn the standard

deviation of the integrand within stratum n. The value of σn can
be found by a short MC pre-run (e.g., a factor 100 shorter of the
target number of samples) in the XPM islands. The least-squares
fitting helps in smoothing the uncertainty of σn estimations. The
FWM and XCI islands can be sampled in the same way by using
the same PMF for each channel involved in the process. The
warped PMF can be sampled by the inverse-transform sampling
method [37].

The samples generation and the pre-run add a small overhead
to the computational time. However, the proposed SS strategy
allows to save samples, particularly for the most computationally
intensive terms as FWM, XCI, and MCI. Fig. 9 shows the ratio of
the number of samples required by MC and SS for the evaluation
of each nonlinear effect at the same relative error of−30 dB. The
figure refers to 10 spans including the Raman effect. We note
significant savings for multi-channel effects, with increasing
gains for increasing bandwidths. Even if not reported here, we
observed similar gains without the Raman effect.

In the SS strategy, the variables (ω, ω1, ω2)within each island
are sampled randomly by MC.2 However, for homogeneous
point-to-point links, it is possible to apply IS even within the
islands of Fig. 5c, in particular for the GN-part of the EGN.
The motivation comes from the observation that in such ultra-
long links the phased-array term becomes a peaked function,
whose random sampling is very inefficient by standard MC. The
problem can be circumvented in the following way. The triple
integral in (10) is weighted by the kernel function, hence by the
phase matching coefficient Δβ between the four frequencies
involved in the FWM process. If, for instance, we sample in
(10) (h, �, s) by a discrete uniform distribution and (ω, ω1) by
a uniform distribution as in the MC method, it is convenient to
sample the remaining ω2 over the regions where the kernel takes
the largest absolute value. Such regions appear periodically atω2

values where the phased array (see Appendix B) has resonances,
that is forΔβ = 2πk with k an integer. Fig. 10 sketches the idea,
where we can observe: the kernel function (absolute squared

2It is important to have independent frequency samples in each island to ensure
independent errors among islands.
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Fig. 10. Example of kernel and Monte Carlo (MC) or importance sampling
(IS) distributions for sampling the frequency ω2 normalized to the symbol rate.
Both sampling strategies randomly select a lobe of the kernel.

TABLE I
COMPUTATIONAL TIME PER CHANNEL AND ACCURACY

value) versus the variable ω2 for a given random choice of the
remaining variables; the probability density function (PDF) of
ω2 with pure MC sampling (red dashed) and an example of
importance sampling by using a Gaussian PDF for ω2 (solid
green). In practice, pure MC is equivalent to randomly selecting
a given lobe of the phased-array, i.e., a value of k, with a discrete
uniform distribution, and to randomly sample with a uniform
distribution between the two neighboring lobes, as illustrated in
the figure. On the other hand, IS concentrates probability around
the peak. The best IS PDF replicates the kernel shape. However,
it may be better to use simpler PDFs in favor of simpler algo-
rithms, motivated by the observation that any PDF sufficiently
concentrated around the peak, may give some computational
advantages. In particular, we used a Gaussian PDF of variance
equal to twice the variance of the absolute squared value of the
kernel around a lobe.

As a reference, Table I shows some values of the uncertainty
on aNL, obtained by evaluating σ2

GN with the proposed methods,
and the corresponding computational time in different scenarios,
by using MC or IS with 106 samples per effect. All the results are
referred to the central WDM channel and are obtained with an
INTEL XEON E5-2650 v4 2.20 GHz CPU based architecture.
IS was applied only to XPM and FWM hexagons of Fig. 5 which
experience the largest number of phased-array peaks.

The computational time is very short. If the NLI variance of
each channel is required, the computation has to be repeated for

each of them. However, since the aNL is a smooth function over
the WDM bandwidth, we suggest to estimate it just for a few
channels and to use interpolation to find the missing values.

Please note that the accuracy of the proposed EGN depends on
just one theoretical approximation, i.e., the perturbative solution
of the Manakov equation, while the accuracy of the MC/IS
is under control depending on the number of points. Hence,
the proposed algorithm differs from approximations available
in the literature, such as [41] where the authors were able to
close integrals by further approximating them, for instance by
neglecting FWM, XCI, and MCI.

VI. CONCLUSION

We investigated the challenges in numerical simulating ultra-
wideband systems. We discussed three options, i.e., SSFM,
VCG-SSFM, and the EGN model. We first analyzed the scaling
properties of SSFM and its main bottlenecks, by investigating the
implications of modern computing hardware based on GPU. We
introduced VCG-SSFM as a faster algorithm able to capture just
the dominant contributions of FWM. Finally, we discussed the
EGN model and introduced advanced Monte Carlo techniques
to speed up its numerical implementation.

As a general rule, we suggest to use SSFM when accuracy is
mandatory, provided that the algorithm is set up correctly, while
VCG-SSFM is the right solution to speed up simulations when
a bias can be tolerated. We stress the importance of a correct
SSFM setup, since in some scenarios we found more reliable to
run a simulation without FWM rather than an SSFM accounting
for FWM but with the wrong step size.

If the target of the simulation is the SNR of a basic receiver
unable to exploit any correlation in the received signal, the EGN
is definitely the best model to use. Thanks to the proposed Monte
Carlo techniques, the EGN computational times including all
nonlinear contributions can be reduced to the order of seconds,
with excellent accuracy and without the need to limit the compu-
tation to just SPM and XPM as typically done in approximated
closed-form formulas.

We also discussed the validity of the Manakov equation in
ultra-wideband systems. We were able to show that it is a
reliable equation by bounding the error of the corresponding
NLI variance with respect to the most complete coupled-NLSE,
showing a maximum error of 0.5 dB.
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APPENDIX A
CNLSE VS MANAKOV EQUATION

We want here to show that the error introduced by the Man-
akov equation is tolerable even in the extreme case of fibers
having Lcorr � Ls with Ls = min (LD, LNL). We make use of
the GN model which can be extended to the CNLSE by treating
the additional nonlinear term as a FWM term. The nonlinear
term experienced by the generic x-polarization for the Manakov
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TABLE II
MAIN CONTRIBUTIONS TO THE KERR EFFECT

equation and the CNLSE is, respectively:

Nx
(Manakov)

= −jγ
8

9

(
|Ax|2 + |Ay|2

)
Ax

Nx
(CNLSE)
= −jγ

[(
|Ax|2 + 2

3
|Ay|2

)
Ax +

1

3
A2

yA
∗
x

]
(11)

Each nonlinear term appearing in (11) contributes to the EGN
NLI variance through a GN contribution and an additive term
accounting for the input-constellation higher-order moments, as
for (9). In a UWB system, the higher-order noise contribution is
essentially due to the fourth-order noise (FON) term [14].

Let PG be the NLI power contributed by the second order
moments of the input constellation (GN-model contribution)
through the cross-polarization nonlinear term |Ay|2 Ax only. In
absence of PMD the self-polarization nonlinear term |Ax|2 Ax

yields a NLI power of 2PG because of twice combinations of
coupling a symbol with its conjugate in the NLI variance evalua-
tion [33]. The additional CNLSE termA2

yA
∗
x is a FWM term that

can be analytically managed as much as the cross-polarization
one, but with a higher phase matching coefficient, depending on
the amount of birefringence [2]. It contributes with a power P

′
G

where0 ≤ P
′
G ≤ PG. The two extrema occur with very small and

very large beat length LB, respectively. With similar arguments,
the FON power PF given by the term |Ay|2 Ax is 4 times smaller
than the FON of |Ax|2 Ax [33], and larger than the term A2

yA
∗
x.

By weighting such contributions with the coefficients in Table II
we have the following variance of the NLI:

σ2
NLI =

16

81
(3PG + 5PF) =

16

27
PG +

80

81
PF,

Lcorr � Ls (12)

σ2
NLI =

1

4

(
23

9
PG +

40

9
PF

)
=

23

36
PG +

40

36
PF,

Lcorr, LB � Ls (13)

σ2
NLI =

1

4

(
22

9
PG +

40

9
PF

)
=

22

36
PG +

40

36
PF,

LB � Ls � Lcorr (14)

where the GN factor 16
27 = 2( 12 )

3( 89 )
23 is commented in [33].

While (12) is well known, equations (13) and (14) are introduced
here for the first time and represent the mentioned extreme cases
of the CNLSE that we are trying to bound. We observe a minor
impact of the beat length, and a maximum discrepancy between
the Manakov equation and the CNLSE of 10 log10(

23
36

27
16 ) =

0.32 dB for the GN contribution and 10 log10(
40
36

81
80 ) = 0.51 dB

for the FON.3 Such numbers are quite small, with even a smaller
impact at the best power maximizing the Q-factor, where any
variations in σ2

NLI in [dB] maps almost in a variation of σ2
NLI/3

[dB] on the best Q-factor [42].
The Raman effect has minor implications when moving from

the CNLSE to the Manakov equation since it just weights by a
factor fR the memoryless nonlinear Kerr effect of (11), while
it adds to the nonlinear effect a contribution with memory
−jγfR(|| �A||2 ⊗HR) �A, with HR the Raman filter [4], that re-
mains identical in both equations. With the typical Raman factor
of fR � 0.2 [2], [4] the memoryless Kerr effect contributes with
a NLI 0.2 dB higher in the CNLSE compared to the Manakov
case.

Having observed minor discrepancies between CNLSE and
Manakov equation, we now focus on PMD. If we push PMD
at its extreme values, the Manakov nonlinearity experienced by
channel �A1 = [A1x, A1y] due to channel �A2 = [A2x, A2y] is [4],
[30]:

Nx
(Manakov)

= − jγ
8

9

(
|A1x|2 A1x + |A1y|2 A1x

+ 2 |A2x|2 A1x + |A2y|2 A1x

+A2xA
∗
2yA1y

)
, PMD � 1 (15)

Nx
(Manakov)

= − jγ
8

9

(
|A1x|2 A1x + |A1y|2 A1x +

3

2
|A2x|2 A1x

+
3

2
|A2y|2 A1x

)
, PMD � 1 (16)

IfPGX is the XPM variance induced by |A2x|2 A1x, using similar
arguments as in the previous case, |A2y|2 A1x and A2xA

∗
2yA1y

contribute withPGX andPGX/2, respectively [33]. Therefore, the
large PMD case has a smaller average XPM nonlinear variance
compared to the small PMD case by at most 10 log10(

4+1+1
9
4+

9
4

) =

1.25 dB regarding the GN contribution [46]. Such a number
represents an upper bound that is extremely difficult to reach.
With practical values of PMD one should expect much smaller
deviations. In any case, PMD helps to mitigate nonlinearity,
as observed numerically [47] and experimentally [48] in the
context of single-mode fibers, and theoretically in space-division
multiplexing in [4]. Hence the worst-case analysis of the Kerr
effect provided by the Manakov equation can be taken as a safely
achievable bound of the nonlinearity for link design.

APPENDIX B
FIBER KERNEL

The fiber kernel weights the FWM process [14], [22], [23],
[42] for any optical link, even those including Raman ampli-
fication [43]. For the sake of example, for a homogeneous
N -span link with span length L1 and lumped amplification it
is η(ω, ω1, ω2) = η1(ω, ω1, ω2) · χ(ω, ω1, ω2), where χ is the

3We assumed that cross-channel contributions have twice the weight of intra-
channel terms withinPG and equal weight withinPF,which is an approximation
for (13) with minor implications.
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phased array function while η1 is the kernel of a single span:

χ(ω, ω1, ω2) =
1− ejNΔβϑL1

1− ejΔβϑL1

η1(ω, ω1, ω2) =

∫ L1

0

e−
∫ ξ
0 ΔαdζejΔβξdξ (17)

where ϑ is the normalized residual dispersion per span and Δβ
is the phase matching coefficient, equal to:

Δβ � β(ω)− β(ω + ω1)− β(ω + ω2) + β(ω + ω1 + ω2)

= ω1ω2

[
β2 +

1

2
(ω1 + ω2 + 2ω)β3

]
. (18)

In (17) Δα is defined as:

Δα � − 1

2

[
α(ω)− α(ω + ω1)− α(ω + ω2)

− α(ω + ω1 + ω2)
]

where α(ω) is a frequency and distance dependent attenuation
accounting for the fiber attenuation and the possibly Raman
effect [6]–[8]. When α is frequency independent it is Δα = α,
such that the single-span kernel takes the simple expression:

η1(ω, ω1, ω2)|α(ω)=const. =
1− e−αL1ejΔβL1

α− jΔβ
. (19)

In the other case, an analytical expression for the term

e−
∫ ξ
0 Δαdζ in (17) can be found when the spectrum of α(ω)

is set by Raman as [36]:

e−
∫ ξ
0 Δαdζ � Ptote

−αξe−
1
2πPtotLeffCr(ω+ω1+ω2)∫∞

−∞ GTX(μ)e−
1
2πPtotLeffCrμ dμ

2π

(20)

where Ptot is the total WDM launched power, GTX(ω) is the
power spectral density of the transmitted signal, and the Raman
gain is approximated by a triangular profile of slope Cr [44].

APPENDIX C
CLOSED-FORM SOLUTION OF THE NONLINEAR STEP

WITHOUT FWM

According to the Manakov equation in presence of the Raman
effect, the nonlinear step experienced by the unique field �A is:

∂ �A

∂z
= −jγ

′NR( �A) �A

NR( �A) �
(
|| �A||2(1− fR) + fR|| �A||2 ⊗ hR(t)

)
(21)

where γ
′
= 8

9γ, hR(t) is the impulse response of the Raman
effect [2], ⊗ indicates convolution, and fR (≈ 0.2) indicates
the fractional contribution of Raman. The SSFM solves (21) by
neglecting the signal depletion along the step:

�A(z) � e−jγ
′NR( �A(0))z �A(0). (22)

Such a result is exact in absence of the Raman effect, and an
excellent approximation for very short step sizes as for UWB
transmissions. For numerical purposes, it is more convenient

to include the attenuation in the nonlinear step rather than in
the linear step, with a minor modification of substituting z with
Leff(z) in (22) [9].

By splitting the field �A in groups, a closed form solution can be
found in absence of Raman and FWM. In such a case, the generic
group �An experiences the following Kerr effect [29]–[31]:

∂ �An

∂z
= −jγ

′ | �An|2 �An − j
3

2
γ

′ ∑
k �=n

| �Ak|2 �An

− j
1

2
γ

′ ∑
k �=n

(�ak · �σ) �An (23)

where �σ is the Pauli tensor [21] and �ak � �A†
k�σ

�Ak the Stokes
representation of the Jones vector �Ak. The closed-form solution
is [29]:

�An(z) = e

−j γ
′

2 z

⎛

⎜
⎝| �An(0)|2+3

∑
k �=n

| �Ak(0)|2
⎞

⎟
⎠

e−
jγ

′
z

2 (�st(0)·�σ) �An(0)

with �st �
∑

k �ak(0) the Stokes vector of the pivot, and e(.)

denotes matrix exponential, which can be computed for the
generic real vector �s = [s1, s2, s3] as:

e−j(�s·�σ) = cos(|�s|)σ0 − j
sin(|�s|)

|�s| (�s · �σ)

where σ0 is the identity matrix and:

�s · �σ =

[
s1 s2 − js3

s2 + js3 −s1

]
.

The inclusion of the Raman effect in (23) is more challenging.
However, since the groups are likely to have much smaller
bandwidth thanhR(t), a polarization-averaged Raman effect can
be included as a channel-dependent gain as in [5], [45].

REFERENCES

[1] P. J. Winzer, “Would scaling to extreme ultra-violet or soft x-ray commu-
nications resolve the capacity crunch?,” J. Lightw. Technol., vol. 36, no. 24,
pp. 5786–5793, Dec. 2018.

[2] G. P. Agrawal, Nonlinear Fiber Optics, 5th ed. New York, NY, USA:
Academic, 2013.

[3] D. Marcuse, C. R. Menyuk, and P. K. A. Wai, “Application of the
Manakov-PMD equation to studies of signal propagation in optical fibers
with randomly varying birefringence,” J. Lightw. Technol., vol. 15, no. 9,
pp. 1735–1746, Sep. 1997.

[4] C. Antonelli, M. Shtaif, and A. Mecozzi, “Modeling of nonlinear propa-
gation in space-division multiplexed fiber-optic transmission,” J. Lightw.
Technol., vol. 34, no. 1, pp. 36–54, Jan. 2016.

[5] D. Semrau, R. Killey, and P. Bayvel, “Achievable rate degradation of
ultra-wideband coherent fiber communication systems due to stimulated
Raman scattering,” Opt. Express, vol. 25, no. 12, pp. 13024–13034,
Jun. 2017.

[6] I. Roberts, J. M. Kahn, J. Harley, and D. Boertjes, “Channel power
optimization of WDM systems following Gaussian noise nonlinearity
model in presence of stimulated Raman scattering,” J. Lightw. Technol.,
vol. 35, no. 23, pp. 5237–5249, Dec. 2017.

[7] D. Semrau, R. I. Killey, and P. Bayvel, “The Gaussian noise model in
the presence of inter-channel stimulated Raman scattering,” J. Lightw.
Technol., vol. 36, no. 14, pp. 3046–3055, Jul. 2018.

[8] M. Cantono et al., “On the interplay of nonlinear interference generation
with stimulated Raman scattering for QoT estimation,” J. Lightw. Technol.,
vol. 36, no. 15, pp. 3131–3141, Aug. 2018.

Authorized licensed use limited to: Universita degli Studi di Parma. Downloaded on March 14,2020 at 08:40:42 UTC from IEEE Xplore.  Restrictions apply. 



SERENA et al.: ON NUMERICAL SIMULATIONS OF ULTRA-WIDEBAND LONG-HAUL OPTICAL COMMUNICATION SYSTEMS 1031

[9] J. Shao, X. Liang, and S. Kumar, “Comparison of split-step fourier schemes
for simulating fiber optic communication systems,” IEEE Photon. J., vol. 6,
no. 4, pp. 1–15, Aug. 2014.

[10] O. V. Sinkin, R. Holzlöhner, J. Zweck, and C. R. Menyuk, “Optimization
of the split-step fourier method in modeling optical fiber communications
systems,” J. Lightw. Technol., vol. 21, no. 1, pp. 1–27, Jan. 2003.

[11] G. Bosco, A. Carena, V. Curri, R. Gaudino, P. Poggiolini, and S. Benedetto,
“Suppression of spurious tones induced by the split-step method in
fiber systems simulation,” IEEE Photon. Technol. Lett., vol. 12, no. 5,
pp. 489–491, May 2000.

[12] S. Musetti, P. Serena, and A. Bononi, “On the accuracy of split-step fourier
simulations for wideband nonlinear optical communications,” J. Lightw.
Technol., vol. 36, no. 23, pp. 5669–5677, Dec. 2018.

[13] C. Francia, “Constant Step-size analysis in numerical simulation for
correct four-wave-mixing power evaluation in optical fiber transmis-
sion systems,” IEEE Photon. Technol. Lett., vol. 11, no. 1, pp. 69–71,
Jan. 1999.

[14] A. Mecozzi and R. Essiambre, “Nonlinear Shannon limit in pseudolinear
coherent systems,” J. Lightw. Technol., vol. 30, no. 12, pp 2011–2024, Jun.
2012.

[15] A. Carena, G. Bosco, V. Curri, Y. Jiang, P. Poggiolini, and F. Forghieri,
“EGN model of non-linear fiber propagation,” Opt. Express, vol. 22, no. 13,
pp. 16335–16362, Jun. 2014.

[16] R. Dar, M. Feder, A. Mecozzi, and M. Shtaif, “Properties of nonlinear
noise in long, dispersion-uncompensated fiber links,” Opt. Express, vol. 21,
no. 22, pp. 25685–25699, Oct. 2013.

[17] O. Golani, R. Dar, M. Feder, A. Mecozzi, and M. Shtaif, “Modeling the
bit-error-rate performance of nonlinear fiber-optic systems,” J. Lightw.
Technol., vol. 34, no. 15, pp. 3482–3489, Aug. 2016.

[18] R. Dar, M. Feder, A. Mecozzi, and M. Shtaif, “Accumulation of nonlinear
interference noise in multi-span fiber-optic systems,” Opt. Express, vol. 22,
no. 12, pp. 14199–14211, Jun. 2014.

[19] G. Saavedra et al., “Experimental investigation of nonlinear signal dis-
tortions in ultra-wideband transmission systems,” in Proc. Opt. Fiber
Commun., San Diego, CA, USA, 2017, Paper W1G.1.

[20] M. Cantono, D. Pilori, A. Ferrari, A. Carena, and V. Curri, “Observing the
interaction of PMD with generation of NLI in uncompensated amplified
optical links,” in Proc. Opt. Fiber Commun. (OFC), San Diego, CA, USA,
2018, Paper W1G.4.

[21] J. N. Damask, Polarization Optics in Telecommunications. New York, NY,
USA: Springer, 2005.

[22] M. J. Ablowitz and T. Hirooka, “Managing nonlinearity in strongly
dispersion-managed pulse transmission,” J. Opt. Soc. Amer. B, vol. 19,
no. 3, pp. 425–439, Mar. 2002.

[23] H. Louchet, A. Hodzic, K. Petermann, A. Robinson, and R. Epworth,
“Simple criterion for the characterization of nonlinear impairments in
dispersion-managed optical transmission systems,” IEEE Photon. Technol.
Lett., vol. 17, no. 10, pp. 2089–2091, Oct. 2005.

[24] P. Johannisson and M. Karlsson, “Perturbation analysis of nonlinear prop-
agation in a strongly dispersive optical communication system,” J. Lightw.
Technol., vol. 31, no. 8, pp. 1273–1282, Apr. 2013.

[25] Q. Zhang and M. I. Hayee, “An SSF scheme to achieve comparable
global simulation accuracy in WDM systems,” IEEE Photon. Technol.
Lett., vol. 17, no. 9, pp. 1869–1871, Sep. 2005.

[26] Q. Zhang and M. I. Hayee, “Symmetrized split-step Fourier scheme to
control global simulation accuracy in fiber-optic communication systems,”
J. Lightw. Technol., vol. 26, no. 2, pp. 302–315, Jan. 2008.

[27] D. G. Manolakis and V. K. Ingle, Applied Digital Signal Processing:
Theory and Practice. Cambridge, U.K.: Cambridge Univ. Press, 2011.

[28] S. Haykin, Adaptive Filter Theory, 5th ed. London, U.K.: Pearson,
2014.

[29] N. Rossi, P. Serena, and A. Bononi, “Symbol-rate dependence of dominant
nonlinearity and reach in coherent WDM links,” J. Lightw. Technol.,
vol. 33, no. 14, pp. 3132–3143, Jul. 2015.

[30] M. Winter, C. A. Bunge, D. Setti, and K. Petermann, “A statistical
treatment of cross-polarization modulation in DWDM systems,”J. Lightw.
Technol., vol. 27, no. 17, pp. 3739–3751, Sep. 2009.

[31] M. Karlsson and H. Sunnerud, “Effects of nonlinearities on PMD-induced
system impairments,” J. Lightw. Technol., vol. 24, no. 11, pp. 4127–4137,
Nov. 2006.

[32] P. Poggiolini, “The GN model of non-linear propagation in uncom-
pensated coherent optical systems,”J. Lightw. Technol., vol. 30, no. 24,
pp. 3857–3879, Dec. 2012.

[33] P. Serena and A. Bononi, “A time-domain extended gaussian noise model,”
J. Lightw. Technol., vol. 33, no. 7, pp. 1459–1472, Apr. 2015.

[34] P. Poggiolini et al., “Analytical and experimental results on system
maximum reach increase through symbol rate optimization,” J. Lightw.
Technol., vol. 34, no. 8, pp. 1872–1885, Apr. 2016.

[35] R. Dar and P. J. Winzer, “Nonlinear interference mitigation: Methods and
potential gain,” J. Lightw. Technol., vol. 35, no. 4, pp. 903–930, Feb. 2017.

[36] M. Zirngibl, “Analytical model of Raman gain effects in massive wave-
length division multiplexed transmission systems,” Electron. Lett., vol. 34,
no. 8, Apr. 1998, pp. 789–790.

[37] R. Korn, E. Korn, and G. Kroisandt, Monte Carlo Methods and Models in
Finance and Insurance. Boca Raton, FL, USA: CRC Press, 2010.

[38] K. S. Shanmugam and P. Balaban, “A modified Monte-Carlo simulation
technique for the evaluation of error rate in digital communication sys-
tems,” IEEE Trans. Commun., vol. 28, no. 11, pp. 1916–1924, Nov. 1980.

[39] J.-C. Chen, D. Lu, J. S. Sadowsky, and K. Yao, “On importance sampling
in digital communications-Part I: Fundamentals,” IEEE J. Sel. Areas
Commun., vol. 11, no. 3, pp. 289–299, Apr. 1993.

[40] N. Rossi, P. Serena, and A. Bononi, “Stratified-sampling estimation of
PDL-induced outage probability in nonlinear coherent systems,” J. Lightw.
Technol., vol. 32, no. 24, pp. 4303–4309, Dec. 2014

[41] D. Semrau, E. Sillekens, R. I. Killey, and P. Baylev, “A modulation
format correction formula for the Gaussian noise model in the presence of
inter-channel stimulated raman scattering,” J. Lightw. Technol., 2019, to
be published, doi: 10.1109/JLT.2019.2929461

[42] P. Poggiolini, G. Bosco, A. Carena, V. Curri, Y. Jiang, and F. Forghieri,
“The GN-model of fiber nonlinear propagation and its applications,” J.
Lightw. Technol., vol. 32, no. 4, pp. 694–721, Feb. 2014.

[43] V. Curri, A. Carena, P. Poggiolini, G. Bosco, and F. Forghieri, “Extension
and validation of the GN model for non-linear interference to uncom-
pensated links using Raman amplification,” Opt. Express, vol. 21, no. 3,
pp. 3308–3317, Feb. 2013.

[44] D. Semrau, R. I. Killey, and P. Bayvel, “A closed-form approximation
of the Gaussian noise model in the presence of inter-channel stimulated
raman scattering,”J. Lightw. Technol., vol. 37, no. 9, pp. 1924–1936, May
2019.

[45] Q. Lin and G. P. Agrawal, “Vector theory of stimulated Raman scattering
and its application to fiber-based Raman amplifiers,” J. Opt. Soc. Amer. B,
vol. 20, no. 8, pp. 1616–1631, Aug. 2003.

[46] C. Antonelli, O. Golani, M. Shtaif, and A. Mecozzi, “Nonlinear inter-
ference noise in space-division multiplexed transmission through optical
fibers,” Opt. Express, vol. 25, no. 12, pp. 13055–13078, Jun. 2017.

[47] P. Serena, N. Rossi, O. Bertran-Pardo, J. Renaudier, A. Vannucci, and
A. Bononi, “Intra-versus inter-channel PMD in linearly compensated
coherent PDM-PSK nonlinear transmissions,” J. Lightw. Technol., vol. 29,
no. 11, pp. 1691–1700, Apr. 2011.

[48] O. Bertran-Pardo et al., “Demonstration of the benefits brought by PMD
in polarization-multiplexed systems,” in Proc. ECOC, Turin, Italy, Sep.
2010, Paper Th.10.E.4.

Authorized licensed use limited to: Universita degli Studi di Parma. Downloaded on March 14,2020 at 08:40:42 UTC from IEEE Xplore.  Restrictions apply. 

https://dx.doi.org/10.1109/JLT.2019.2929461


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


