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Abstract—in this paper, we address the use of the extrinsic in- extrinsic informatiorwas introduced to identify the component
formation generated by each component decoder in an iterative of the generated reliability value which depends on redundant

decoding process. The algorithm proposed by Baft al. (BCJR)  intormation introduced by the considered constituent code.
and the soft-output Viterbi algorithm (SOVA) are considered as A natural reliabilit | in the bi is t
component decoders. In both cases, we consider, in a unified view, natural reliability value, in the binary case, is thega-

various feedback schemes which use the extrinsic information in fithmic likelihood ratio(LLR), defined as
different fashions. Numerical results for a classical ratet /2 turbo
code and a serially concatenated code transmitted over a memory-
less additive white Gaussian noise (AWGN) channel are provided.
The performance of the considered schemes leads to interesting re-
marks about the nature of the extrinsic information.

P{a; = +1|inputs}
P{ay = —1|inputs}

L(ay) 21 1)
where the word “inputs” refers to all the decoder inputs. The
Index Terms—terative decoding, soft-input/soft-output algo- LR may be exactly computed employing the BCJR algorithm,
rithms, turbo (de)coding. which allows one to calculate the APP§a; = 4 | inputs},i €
{£1} [5]. The BCJR algorithm is the optimum algorithm to gen-
|. INTRODUCTION erate the sequence of APPs, but its computational complexity

N CONJUNCTION with the proposal of “turbo codes »is large with respect to that of the Viterbi algorithm (VA). Be-
based on a parallel concatenation of tweursive sys—’ sides “hard” symbol decisions, the soft-output Viterbi algorithm

tematic convolutional(RSC) codes linked together by a(SOVA) provides reliability information, which can be inter-

nonuniforminterleaver, a suboptimal decoding scheme basBEFted as an approximation of the LLRs [6]-[8].
on iterative decoding has been introduced [1]. Although not For both the BCJR algorithm and SOVA, in the literature there

widely known, the concept of iterative decoding was als ist essentially two methods to process the extrinsic informa-

independently introduced in [2] in the context of concatenatdg" r?Ce'Ved by each dec.od.er.(and geperated by, the other one).
convolutional codes and simple block codes. The iterative d8-2 first method, the extrinsic information at the input of a de-
coding technique was extended to serially concatenated codi@§le is modeled as the output of an additive white Gaussian
based on a serial concatenation, through an interleaver, of iS¢ (AWGN)meta-channefl], [4], [9]. In a second method,
outer nonrecursive convolutional code and an inner recursivig Xtrinsic information is used to update tiaegtiori” proba-

code [3]. The heart of the iterative decoding procedure is tlk? ities Wh'Ch_ are used m_the nextdecoding step, in the sense that
use, in each component decoder, of an algorithm that compuag & Posteriori probabilities computed by a decoder beame

the a posteriori probability(APP) of the information symbols Priori probabilities for the other one [10]-[12]. -
or, more generally, a reliability value for each information 'M thiS paper, we present a unified interpretation of these two
symbol (and/or code symbol). The sequence of reliabili ethods and emphasize their commonalities and differences.

values generated by a decoder is passed to the other one: fie precisely, we show that, eit.her using the_BQJR algorithm
this way, each decoder takes advantage of the “suggestioﬂESOyA' the two.methods only differ for a m.ultlph.catlve factor
of the other one. To improve the correctness of its decisiot§€d in the metric computation. When the input is modeled as

each decoder has to be fed with information which does n%tGaussian random variable, this multiplicative factor depends
originate from itself [1], [4]. In [1], [2], the original concept of on the variance and mean of the received LLRs, whereas, in the

case of extraction of tha priori probabilities, it is a constant
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Il. A REVIEW ON THE USE OF THEEXTRINSIC INFORMATION

The decoding process of turbo and serially concatenate Soft-out. m-! ag
codes is based on a suboptimal iterative processing in whic decfder |‘>
each component decoder takes advantage of the extrine | w?
information produced by the other decoder at the previouZs___| +
step [1]. This iterative decoding process is made possible k @) z,(f) Soft-ont T
employing soft-output component decoders. As an example, fcfk__2 é)ecz)%uer' )
the turbo code of raté/2 described in [1], the turbo decoder 2 -
is shown in Fig. 1. In the figure, blockd andII~' denote
interleaver and deinterleaver, respectiVQy,gf )},j = 1,2, Fig.1. Decoder for a turbo code of ratg2.

denote the channel output sequences éﬂf}%ﬂ)},j = 1,2, A

denote the extrinsic information sequences at the input @hdom variables, with varianeg andn. = |E{z. |az}|. In

the jth soft-output decoder (i.e., produced by the other ond}], it is noted that the Gaussian assumption, even if it is not

These sequences are derived, by means of an interleaver satsfied for the first iterations, is a good approximation when

deinterleaver, from the sequenc@s’(j)}’j = 1,2, produced the number of iterations increases. The valueg.aindo? are

by the component decoders. Obviously, a serial concatena@siimated for each data block.

decoder presents a serial concatenation, instead of a parallé\n alternative method, which does not require an estimation

concatenation, of two decoders. of . anda?, is proposed in [10], [11]. In this case, the extrinsic
In this section, we describe the possible methods to the ugformationz; at the input of the considered decoder is used to

of the extrinsic information at the input of each decoder. To th@xtract a new estimate of the ‘priori” probabilities to be em-

purpose, we consider, without loss of generality, a soft-outpioyed in the new decoding step. In fact, each decoder interprets

decoder which receives a sequefieg} of channel outputs and z as an approximation of the LLR of tieepriori probabilities

a sequencéz; } of extrinsic information values generated byccording to

the other decoder and produces a sequé¢ngg of soft-output Play = +1}
values. This is the case of decoder 2 in Fig. 1, but may be easily 2z = In Plar = —1} 4)
generalized to the other decoder with an extended vector nota- k=
tion for z;.. Moreover, we assume that the input sequefpgé  which allows to derive [10]
and the generated sequenje; } are both relative to the se- 21
guence a; } of information symbols. The proposed formulation Plap = +1} ~ 5
A . . . L L 1+ e?x
can be generalized if the received extrinsic information is that of 1
the code symboléc;, } and soft outputs relative to the code sym- Play=-1}=1-Plap = +1} ~ (5)

bols{c; } are needed, besides those of the information symbols, e

as in the case of nonsystematic codes. In [2], [13], this gener&herefore, the APPs generated by a decoder are useprasi
ization is carried out considering the BCJR algorithm; howeveitobabilities by the other one.

an extension to SOVA is straightforward. Hence, by assuming

that the received and generated extrinsic information sequences ll. BCIR ALGORITHM

are related to the information sequer{cg }, we are implicitly e pegin by summarizing the formulation of the BCJR algo-
assuming that the code is systematic. For simplicity, in Sectiofg,m [5], as given in [1], in order to introduce the used notation.
Il and IV we refer to an RSC code (the component code of &yt ys denote by the number of states of each constituent en-
turbo code and the inner code of a serially concatenated coqg)qer ¢ = 2v~1, wherev is the code constraint length) aiSg

In the numerical results, we will consider the performance @fe state of the encoder at time The bitay, is associated with

both turbo codes and serially concatenated codes. the transition from staté_, to stateS;. The generated LLR
The channel outputs may be expressed as may be expressed as
Tr = cp + g (2) Do 2oy (L, M m) g1 (M) B (m)

) = S e (L )y () (m)
where {n;} is a sequence of independent, zero-mean, real - ) ) ) )

Gaussian random variables, with variance In the original 1he probability density functionsy (¢, m’,m),i € {£1},m’,
paper on turbo codes and turbo decoding [1], the input sequefiéé 0: 1, - - -, ¢ — 1, are defined as

{21}, i.e., the extrinsic information extracted from the relia-
bility values of the information sequende; }, is interpreted

(6)

. A .
Vk(zﬁm/’m) =p(By|ar = 1,5, =m,Sp—1 = m/)

as the output of a Gaussian meta-channel. Specifically, it is -Play =4| Sk, =m, Sy 1 =m'}
assumed that - P{Sx =m|S_1 =m'} (7)
26 = N0k + 1) (3) WwhereR; = (z,2) if z is interpreted as the output of a

Gaussian meta-channel, By, = x;, if 2, is used to update the
where the information symbolga; } belong to the binary al- priori probabilities,P{a;, = | Sy, = m, Sx—1 = m’} is either
phabet{+1}, {n} } are independent, zero-mean, real Gaussiame or zero depending on whether bis or is not associated
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with the transition from staten’ to statem, respectively, and in which
P{S, = m| Sr_1 = m’} is the transition probability. L, A . )

The probability density functions; (m) andg,(m) may be 7 (i, m',m) = dxp(zr | ar =i, 5% = m, Sp—1 = m’)
calculated using the forward and backward recursions. As an -Play =i| Sy =m,S,_1 =m'}. (14)
example, in the case ofy(m) we have

(m) > S (i, mYag, 1 (m) B. Extrinsic Information Used to Update the a Priori
aplm) = =

T T e Snliom oyt ) Probabiltes
a In this case Ry, = x1 and [10]

From (6) and (8), it is obvious that,.(¢,m’,m) may be arbi-
trarily multiplied by any constant independentraf, m ands. P{S,, =m|Sk_1 =m'}
In the following subsections, we present the two mentioned { ek if Plap =1|S, =m,Sp_1 =m'} =1

_ 14e*k

methods for using the extrinsic information within a unified in- = 1+t;k if Plax = —1| Sk =m,Se_1 =m'} = 1.

terpretation which, to our knowledge, has not been emphasized (15)
in the technical literature.

Defining py, 2 e*/2(14¢* )1, we may express (15) as shown

in (16) at the bottom of the page. Substituting in (7), we obtain
In this case, the information symbols are assumed indepen-

A. Extrinsic Information as Gaussian-Distributed Input

dent and identically distributed, i.e0{a; = +1} = P{a; = v (i, m',m)

—1} = 1/2. Hence P{S) = m | Sp—1 = m'} = 1/2 for each = ppp(ar | ax =i, Sy = m, Sp_y = m’)

possible transition. Sinck;, = (zy, 2 ) and due to the assumed iz

independence of;, andz,, we may write - Plap =1| Sk =m,Sk_1 = m'}exp{ 5 } . (A7)
p(Ry|ar =i, Sk =m, Sp_1 =m') In this case, we may express the LLR (6) as

= plap | ap =14, S, =m, Sp_1 =m') I B 18
p(zk | ar =1, Sk =m, Sk—1 =m'). 9 (@) = 21+ (18)
wherewy,, the generated soft-output, is defined as in (13) with

Recalling (3) and the Gaussian assumptionzigiwe have the following definition

plzk|ak =i, Sk =m, Sy 1 =m) . A .
~ 3 Gym! m) = pep(ar | ax =4, S =m, Si_1 = m')

=p(a |ap, = 1) . )
1 (21 — i17.) Play =1| S, =m, Si—r =m'}. (19)
_ exp 4 —\Fk =)
/2702 { 202 }

1 22 n? 20 10 C. Discussion and Heuristic Method
V2ro? eXp{ o2 202 } ¢ { o? } - Based on the aforementioned results, we may observe that,
- ) _ with the exception of the irrelevant constafitsandy;,, the two

Thus, from (7) we may express the probability density functiqethods in Sections I11-A and 111-B differ in the sense that the
e, m’, m) used in the forward and backward recursions aseyrinsic information is weighted by different coefficients. This
may be noted by comparing the expressions of the probability
) , density functionsy, (¢, m',m) (11) and (17) (the coefficient is
= bp(n | =4, S = m, Sy = ') . n./c? in the first method and /2 in the second one), and the

Play =i| Sk = m, Sk_1 =m’'} exp { 'Lzzcgz} (11) relations which impIicitI_y_defi_ne the e_xtrinsip informatiam

o (12) and (18) (the coefficient @, /o2 in the first method and
1 in the second one).

Based on this interpretation, a heuristic method may be con-
ceived with the aim of evaluating an optimal weight for the ex-
L(ax) = 2ZkZz + wy (12) trin.sic information. In this case, t.he. extrinsiq informatianis

0% weighted by a parametéito be optimized by trial and error. The
performance of the receiver for various values of the parameter
@ leads to useful remarks about the way the extrinsic informa-
tion should be processed when the BCJR algorithm is used in

,Yk(lv m/7 m)

whereé, is a suitable constant, independent.of’ andm.
In this case, we may express the LLR (6) as

wherewy, is the generated extrinsic information defined as

JAN Ern Ern’ ,ylk(—i_l?m/7m)ak*1(m/)ﬁk(m)

wie = 1n Yoo Y (=1 m m)ag_1 (m) Br(m) (13) the component decoders.
_ o pkexp{%} if Plax =1|Sk=m,Sp_1=m'} =1 Ak
P{Sk_m|5k_1_m}_{pkexp{—% if P{ap =—-1|Sr=m,Sk—1=m'} =1 —pkexp{ } (16)
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IV. SOVA bols, i.e.,a;, = 1 anda;, = —1. We denote the corresponding
mgade symbols by,jl andc,j1 and the corresponding cumulated
ics byA ! andA; !, respectively. Assuming that the win-
hanetrics byA; L+ resp y. g
ing path includes statgy, at timek, an initial reliability value
symbola; is obtained by considering the absolute value of
e difference between the cumulated metrics of the two paths

An alternative to the use of the BCJR algorithm is represe
by SOVA [6]-[8], whose soft-output is an approximation of t
LLR. In the numerical results, we use the soft-output vitert]
decoder architecture proposed in [8] (with the updating ru
proposed in [6]) in order to obtain a real-time scheme, who L
complexity is roughly doubled with respect to that of a classicKfrminating in _stateSk. 11 -1 I _—
Viterbi decoder. The conclusions drawn when using this algo- Let us consider the casg™ > A;". An initial refiability
rithm also hold for a suboptimal version of the BCJR algorithrﬁ’,alue is [6]-[8]
namely the “max-log-MAP” algorithm [14], since these two al- At — Ayt = A — A+ AFY — ALY
gorithms have been proven to be equivalent [15]. 2.2 Tk

_ +1 —1 +1 —1
Denoting by N the number of samples of each data block, T o2 + ) (ck % ) + AT - A
we definex 2 {zi}i_, andz 2 {z}2_,. We also denote 202, e 27)
by R 2 {R;}X_, the sequence of inputs of the considered o2 7

decoder anch 2 {ar}_,. As in the case of the BCJR algo-yhere= 2 ar/o? (et — e Y) + AL, — AL, Similarly, in
rithm, By, = (xx,2) if 2 is interpreted as the output of aipe case\;! > Aft, we haveA;t — Aft = —2n.2;, /0% — E.
Gaussian meta-channel, B, = xy. if 2. is used to update tt® |y general, the initial reliability value may be expressed as
priori probabilities. The maximum likelihood sequence detec- 2. 21

tion (MLSD) strategy corresponds to the maximization of the |A,irl - A,:1| = ak;2

following metric ) ) 2
This value is then updated at successive time instantd , 4+

Ala) =ln[p(R|a)P{a}] =lnp(R|a) +InP{a}. (20) 2,...), according to a suitable rule [6]-[8]. Denoting by the

. ) o o . final reliability value derived from (28), a reasonable definition
This metric may be arbitrarily multiplied by any constant indess the extrinsic informationu;, of symbolay, is
pendent of the information sequence.

A 2n. 2k
Wy = apvg — 5

A. Extrinsic Information as Gaussian-Distributed Input P

Since Ry, = (1, z.) and due to the assumed independengg gyyrinsic Information Used to Update the a Priori
of 3 and z,, we have Probabilities

Aa) =lnp(x|a)+Ilnp(z|a) +InPla}.  (21) | this caseR), =z, and the decoder assumes tidia, =
The probability density functions may be expressed as +1} and P{a; = —1} are given by (5). Since

(29)

N N
1 1 )
X|a)=———~exps —— T — Ck 22 Pla}l = Play, 30
pxl®) = oo p{ 7 D w} (22) (e} = JI Plas) (30)
N andp(x| a) is given by (22), substituting (22) and (30) in (20)
1 1 ,
p(zla)= ——xexp{—55 > (= —an:)* b (23)  and discarding terms independent of the information sequence,
(271'OZ) : 2O—Z k=1 i
) : _ = _ we obtain

In this case, the information symbols are assumed independent N
and identically distributed, i.eP{a; = +1} = Pla;, = AMa)y=3Y" [“gk —i—lnP{ak}}. (31)
—1} = 1/2. Therefore =1 7

P{a} = 2% (24) Adding the constank’ 2 22;1 [2/2+ ln(1 + ¢*F)], indepen-

dent ofa, we have the equivalent metric

Substituting (22), (23), and (24) in (21) and discarding terms a qr
independent of the information sequence, we obtain the equiv- . TrCr | k2%
alent metric Aa) = kz_l [ 2 2 } (32)

N -

TrCL | ZROkT)z and the corresponding branch metrics
Ma) = Z < o2 o2 ) (25) P ’ TrpCr | kg
k=1 z Ax(a) = g + 5 (33)

which may be recursively computed adopting the followin

branch metrics ﬁ1 this case, the extrinsic information at the decoder output may

Ch ZRORT: be obtained as

N(a) = 2k TR (26) R

g 9z . . Wl = AUk — k- (34)
SOVA does not produce soft-outputs by considering all paths

in the trellis diagram as in the case of the BCJR algorithm, but i o

only two paths—the maximum likelihood path and its stronge§t Discussion and Heuristic Method

competitor. In the case of a binary RSC code, paths terminatingAs in the case of the BCJR algorithm, the two methods differ

in the same stat§). are relative to different information sym-for the constant which multiplies the received extrinsic infor-
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~ Firstmethod
‘| — Second method

mationz;, both in the expression of the branch metrics (26) and 10 [=
(33) (7. /=%, which appears in the first method, is substituted by B
1/2 in the second one), and in the definition of the soft-output
wy (29) and (34) (in this case, the constariig /o2 in the first 10
method and 1 in the second one).

In [9], the reliability valuez, at the input of each component |1 iNy ™ '

decoder is normalized by multiplying it by the facty. /o2, 10
and used to update the priori probabilities. Although [9] & o
claims to use the second method, because of this normalization = a
the method actually used is the first one. 10

Even in this case, a heuristic method may be conceived by
introducing a weighting parametérto be optimized by trial |
and error. 10

V. NUMERICAL RESULTS 10 L_ \’:1 L \ 2 . .
(o]
The performance of the proposed decoding schemes is as- E/N, [dB]

sessed for the classical turbo code of rate, 16-state RSC

constituent codes with generat@rs = 37, G> = 21 (octal no- Fig.2. BERofaturbo code and the BCJR algorithm. The extrinsic information

tation), and 256« 256 nonuniform interleaver described in [1] generated by each decoder is either modeled as a Gaussian-distributed random
! ] variable (first method) or used to update thepriori probabilities (second

and for a serial concatenated code of fighé, outer 4-state NON- method). The considered numbers of iterations are 1, 3, 6, and 18.

recursive nonsystematic code with generateys= 7, Go = 5

and inner 4-state RSC code with generatGis= 5,G> = 7 1.5

and 64x 64 nonuniform interleaver [3]The considered com-

ponent decoders are based on the BCJR algorithm or the soft-

output Viterbi decoder architecture proposed in [8]. We refer to

the method described in Sections IlI-A and IV-A, in which the /H:::HHL‘HH:::::,\. B
extrinsic information is assumed Gaussiarfjrss method sim- 1.0 ¢ "-/HHHNH PSSO U WP UR S S S8 Y |
ilarly, the method described in Sections I1I-B and IV-B, in which :/' SPSEEE

the extrinsic information is used to update theriori probabil- & ) Sl

ities, and the heuristic method described in Sections ll-C and = ::'\-'\.‘\

IV-C are referred to asecond methodndthird methodrespec- '\,\,,)'P‘k:hpm

tively. We consider first the performance of the turbo code (in 0.5 -2 E,/N,=0.0 dB

Figs. 2—4) and then the performance of the serially concatenated : i_bﬂ;ojg-i gg

code (in Figs. 5-7). In the following simulation results, the per- —a Ef/,ﬂvz;o:es dB

formance is expressed in terms of bit error rate (BER) versus <+ E/N,=0.8 dB

E, /Ny, E}, being the received signal energy per information bit 0.0 == E/No=1.0 dB ;

and N, the one-sided noise power spectral density. 1 4 7 10 13 16 19

In Fig. 2, the performance for the BCJR algorithm is shown Number of iterations

for various numbers of iterations. It may be observed that thg 3. average value of ratiq. /o2 versus the number of iterations, for
second method, in which the extrinsic information is used tarious values of SNR and a turbo code. The component decoders use the
update the priri probabiles, corresponds to a beter use GfCJR ST The B ot genate b e decosr
the extrinsic information with respect to the first method, which
models the extrinsic information as a Gaussian-distributeéd
random variable. Specifically, the second method exhibits
BER of 10~? for a value ofE; /N, of approximately 0.7 dB.
Moreover, the third (heuristic) method does not give any i
provement. In fact, for each iteration and each signal-to-noi
ratio (SNR), the best value @fis 1/2, which corresponds to
the second method.

For the first method, Fig. 3 shows the behavior of the averag

R below a convergence threshold (about 0.7 dB), this ratio
takes on values greater thapi2. Therefore, in the case of the
nhirst method the extrinsic information is overweighted. This has
ggen previously observed in [1], in which a heuristic normal-
Ization of the extrinsic information has been proposed with the
aim of improving the performance at low SNR. We may con-
Iéjde that in the case of the BCJR algorithm, the second method

value of the ratiy. /o2 for the extrinsic information at the input orresponds to a better use of the extrinsic information and that

of the first decoder as a function of the number of iterations atI1 first method is asymptotically optimal for a SNR above 0.7

for various values of SNR. It may be observed that, almost i%‘? and a sufficiently large numbgr of iterati.ons.. In addition,_
dependently of the considered iteration number, for values & second method does not require the estimation of the ratio

2
WZ/UZ .
_ _ We performed similar simulations considering SOVA as com-
2In the case of a recursive code, the generé&tprefers to the feedback line, d der. Th £ for the th hod id
whereas in the case of a nonrecursive code the same generator refers to thmﬁent eCO. er. _e per Ormanc.e or the three methods consid-
generated code symbol. ered in Section IV is shown in Fig. 4. As expected, for any of
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o 1.5 -
10 e E/N=08dB |
..... B =—a E/N,=-0.2 dB i
| ---- Second method | =+ £/N,=0.0dB
-1 — Third method 44 E,/N,=0.2 dB
10 <+—< E/N,=0.4 dB
v—v E/N,=0.6 dB
1.0 o> E/Ng=0.8 dB i
-2 x—x E,/N,=1.2 dB
10 o0 E,/N,=1.4
s o ‘ N
w o
om
107°
h— h
- Y
. o o0 L _ :
105 ] > 3 4 1 4 7 10 13 16 19
Number of iterations
E /N, [dB]

Fig. 6. Average value of ratig. /o2 versus number of iterations, for various
Fig. 4. BER of the considered detection schemes for a turbo code and SOVAlues of SNR and a serially concatenated code. The component decoders use

The extrinsic information generated by each decoder is either modeled ati@BCJR algorithm. The extrinsic information generated by each decoder is

Gaussian-distributed random variable (first method) or used to update théwodeled as a Gaussian-distributed random variable (first method).
priori probabilities (second method) or heuristically weighted (third method).

The considered numbers of iterations are 1, 3, and 18.

—— First method
— Third method
10°
[ —— First method
e | — Secondmethod | oo s NN N I
107 Lo NN \
\“ \\ “{\& ‘\ \ N\ \‘
o IO L WAL 1
. \\ N\ \ \ o 1\ \ \\l\“\\ \ AN
10 EE i 10° \ \ \'\ i : \
o oy i e b
& \\ \\ { \\\\ \ \ i \\
s \ \ PR \ N 1
10 Lo \ N 10™ Lo\ \.\‘
R ¢ A =
G N _—
10'4 \ ‘n \\ "
B X Vel 10° !
: ‘\\ Voh -1 0 1 2 3 4
\\ A E,/N, [dB]
10°
-1 0 1 2 3 4

Fig. 7. BER of a serially concatenated code and SOVA. The considered
E/N, [dB]

numbers of iterations are 1, 3, 6, and 18.
Fig. 5. BER of a serially concatenated code and BCJR algorithm. TRehen the number of iterations increases and the SNR is suffi-
considered numbers of iterations are 1, 3, 6, and 18.

ciently high. A simple conclusion is that in this case the first

method is not asymptotically optimal.
the three methods, the performance degrades with respect to théts for the considered turbo code, considering the serial con-

of the corresponding scheme which uses the BCJR algorithtatenated code in conjunction with the BCJR algorithm, the op-
due to the suboptimality of SOVA (compare with Fig. 2). Usingimal method proves to be the second one. In Fig. 5 we consider
SOVA, we may note that, unlike the BCJR algorithm, the be#ite performance of the first two methods because for valués of
method is the heuristic method, by considering a v&lae0.4  different from 0.5 the performance degrades. Even in this case,
(optimal for any number of iterations). Moreover, in this casthe first method is not asymptotically optimal. In fact, Fig. 6
the second method is even worse than the first one. As obsergbdws that the ratig. /o2 at the input of the first encoder tends

in [9], [12], SOVA overestimates the reliability values—the obto a value approximately equal to 0.35, whereas the optimal

tained results are consistent with these references. In fact, fleeformance was obtained with the second method, i.e., with
coefficientd multiplies the extrinsic information; generated 8 = 0.5.

by the other decoder; hence, a reduced value“obmpresses”

Similarly to the case of turbo codes, when using SOVA to it-
the sequencéz; }, correcting the overestimation. An analysigratively decode the considered serially concatenated code, the

of the behavior of the average value of the rafigo? in this  best method is the third one, and the optimal valué & ap-
case, shows that it does not tend to the optimal valee 0.4 proximately 0.3. Fig. 7 shows the performance of the first and
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third method. This is consistent with the analysis of the limit of[11]
ratios. /o2. We can conclude that the first method is asymptot-
ically optimal in this case.
[12]
VI. CONCLUSION

In this paper, iterative decoding schemes based on the BCJ&!
algorithm and SOVA for the component decoders have been
considered. In both cases, we presented a unified interpretatiomn
of different methods for using the extrinsic information: as a
Gaussian-distributed random variable, asamiori probability
or heuristically by introducing a variable weigftIn the case [15]
of the BCJR algorithm and turbo codes, the best method con-
sists in updating the priori probabilities: a BER ofl0—? is
obtained withE, /Ny = 0.7 dB. This performance was also
achieved in [1] where the extrinsic information is modeled as
a Gaussian-distributed random variable and heuristically nc
malized. The same conclusions hold for serially concatenai
codes with the BCJR algorithm. In the case of SOVA, the 0]
timal value of the parametéris less than 0.5. This is consis-
tent with the known overestimation effect of this algorithm [9]
[12]: when considering turbo codes the optimal value prow
to be 0.4, whereas for serially concatenated codes it is 0.3.
evaluating, with the fist method, the ratig/o? of the extrinsic
information generated by the second decoder as a function
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