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Abstract—in this paper, we describe a new effective technique of a PMD compensator, irrespective of its physical structure. In
for the adaptive adjustment of the control parameters of any struc-  this paper, we describe a simple and effective technique based
ture of polarization-mode dispersion compensator, such as, e.9., gn the minimization of the output MSE [12], where no optical or

those based on a cascade of polarization controllers and polar- . . . o
ization-maintaining fibers. This technique is based on the mean electrical filters are needed and the error signal is simply based

square error between the photodetected signal and the decided N the photodetector output [13]. This technique allows us to
symbol and allows us to obtain fast convergence and a lower outage Obtain fast convergence, high stability, and a lower outage prob-

probability with a very limited complexity. ability with a very limited complexity.
Index Terms—Adaptive equalizers, compensation, optical fiber ~ The paper is organized as follows. In Section Il, we describe
communication, polarization-mode dispersion (PMD). the structure of a possible PMD compensator and the parameters

that must be controlled to perform the adjustment of the com-

pensator. In Section lll, the MSE criterion is described, along

with two possible algorithms to implement it. Numerical results
N OPTICAL transmission systems at the speed of 40 Gldse presented in Section IV, and, finally, conclusions are drawn
and beyond, one of the most challenging impairments iis Section V.

represented by the signal distortions produced by polarization-

mode dispersion (PMD). Due to the coherence time of the PMD Il. THE PMD COMPENSATOR

phenomenon of the order of minutes or even longer, sequences ) ) ) )

of errors may be actually generated. These bursts of errord’MD compensation can be achieved both in optical or elec-

cannot be corrected by using forward-error correction (FEEPNIC domain, butoptical compensation should be preferred, be-

schemes. In fact, the relevant error distribution is not randdfAUSe; from a theoretical point of view, PMD causes a linear dis-

and cannot be made as such, since a sufficient interleavigfion of the optical signal, which can be more effective to com-
is totally impractical to realize. Therefore, specific pMOPENsate than the nonlinear distortion in which it manifests after

compensators must be adopted. photodetection. For illustration purposes, we consider the com-

In the technical literature, several solutions, ranging froRnsator shown in Fig. 1, but the extension to any other com-
first- [1]-[3] to higher-order compensators exploiting planatpensator structure is a_lso pos_5|ble. The_compgnsator _con_5|sts of
lightwave circuits (PLCs) [4], [5] or cascaded polarizatio® cgscade of some optl_cal dewces.. Thg first optical _devpe isaPC
controllers (PCs) coupled with polarization-maintaining fiber&hich allows us to modify the polarization of the optical signal at
(PMFs) or delay lines [6]-[9], have been proposed. The addbs_mput. We then hqve in this example three PMFs separateq by
tive adjustment of the compensator parameters is often balwg other PCs or optical rotators.APMFmtroducesadﬁferenual
on criteria aimed at the reconstruction of the undistorted trarOupP delay (DGD) between the components of the optical signal
mitted waveform, by using either the degree of polarizatioﬁ,”.thetwo orthogonal states ofpolanzatlon(SOP)Icor_respondlng
the orientation of the PMD vector, or the electrical spectruf itS Slow and fast axes. The PMD compensator in Fig. 1 gener-
of the signal at the photodetector output [1]-[3], [6]-[11]. Thates a poIanzanoq dlspersmn vector that combines Wlth the one
complexity of the resulting compensator driver can be high ggenerated by the fiber in orderFo redyce thg overall dIStOI‘tIO.n. In
to the needed error signals. order to l?e able to follow the fiber dispersion vector evqlupon,

Since the goal of PMD compensation is lowering the bit-erréf€ DGD introduced by each PMF should be properly optimized,
rate (BER), the best control strategy would be based on its mff?d the functional form of this delay was chosen tebe7. and
imization. Due to the complexity of a BER measurement, thid — @)7., where0 < o < 1andr, are design parameters. As
is not feasible, but it is intuitive to use a quantity closely relatdf€ Iength of the dispersion vector generated by the compensator
to the BER in order to perform this task. This quantity is thd€Pends om., seemingly this parameter should be chosen onthe
mean square error (MSE) between the quantized and unqu%ﬁs's of the fiber mean DGD, but we will see that this may not be

tized signal sample and can be used to control the paramef&f§> depending on the control strategy and compensator struc-
ture (i.e., when using PCs or optical rotatoks)s a flexibility

, _ _ ~ parameter introduced a priori in the structure to allow for one
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Fig. 1. Structure of the adaptive compensator.
optical signal at the compensator output. Sigpa($) andy-(t) I ot | LM I 0T,

are sent to the input of the photodetector, which produces tl
signaly(¢), given by € €y

() |

y(t) = lya(6)° + Iy (D). R0

Notice that the output signal(¢) remains unchanged irre-
spective of the reference SOP’s choice. This signal may be fi

C5 - Cg

Lo eI Lo &1

tered by means of a postdetection filter. Without loss of gene I O] | B { Ot
ality, we may assume that this filter is not present—the presen
of this filter produces straightforward modifications in the adap Brc oTc Bc ot
tive adjustments of the compensator parameters. N - N .
We will describe the input/output behavior of each opticax,(? TaTe TG ~% R
device through its Jones transfer matiXw) [14], which is a yo(D)
2x 2 matrix characterized by frequency-dependent componen z |—~
Denoting byW; (w) andWs(w), the Fourier transforms of the
components of the optical signal at the device input, the Fouri ci ﬁ-( @ﬁ{ & i} i
transformsZ; (w) and Z(w) of the components of the optical
signal at the device output are given by Bre *Te Bre Qe

Fig. 2. Equivalent model of the PMD compensatdr= 1 — «).

Go)-malne) o

The Jones transfer matrix of thith PC (or optical rotator) is

(i, )

. . u
whereh; ; andh; » are frequency-independent and satisfy thﬁ
condition |h; 1]? + |hi2|? 1. Denoting by¢; the rotation
angle about th&; axis in Stokes’ space, for an optical rotato

we havle thaht?;{_l Cﬁs Pi anfd h""’QPé i;]n ¢i, 1€, h’isl’l hi2 ol technique is that the compensator in Fig. 1 is equivalent to a
?re réaa quaa_n lues, v¥|ere:t.-;1? orart, tey a_rl_i comp FX quagls_dimensional transversal filter using some tapped delay lines
Ies depending on at least two parameters. Thus, only oneg’F%DLs) combining together the signals on two orthogonal SOP

andR is a frequency-independent unitary rotation matrix ac-
counting for the SOP’s orientation. Without loss of generality,
this matrix R may be taken as the identity matiix

As shown in Fig. 1, in order to control the PMD compensator,
we need a controller supplied with the quantities necessary to
pdate the compensator parameters. These quantities will be ex-
acted form the signals at the compensator input and/or the sam-
rples at the photodetector output.
' An important interpretation upon which we build up our con-

hi,2
*
hi s

hi,l
*
—hi,

®)

rameter for each optical rotator and two (or more) paramet I . This equivalent model is shown in Fig. 2, where
for each PC must be controlled, depending on the implemen--" o

tation (e.g., the relative angles between waveplates, for wave-

A
plate-based PCs). Denoting By ; and ¢, » these control pa- c1 =hi,1hahsa

rameters (in general some voltages) foriePC,h; 1 andh; » e 2 — hi1hb ohs o
are a function of these parameters. The detailed analytical ex- A .
pression depends on the considered PC. c3 = = hisha2hs,
The Jones transfer matrix of a PMF with DGB may be et 2 —h*ohE R
-1 1,202,1/3,2
expressed aRDR™ ", where A
C5 = h1,2h2,1h3,1
jwTi /2 A "
Dé(eo eﬁ&m) (4) C6 = — h12h3 2hs.2

A
. C7 :h11h2,2h3,1
1in the following, (-)* denotes the complex conjugate, wherea$ denotes
“transpose.”

(®)

A
cg = }LT’1}L2’1}L3’2.
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We denote by (¢) the vector whose components are thén means that the vector of the compensator parameters is updated
(5). Note that the tap coefficients of the four TDLs are not by adding a new vector with its norm proportional to the norm
independent from each other. Indeed, given four of them, théthe gradient of"?(¢) and with opposite direction, i.e., all of
others are completely determined by (5). its components have the sign changed, as follows:

The controller will operate by following the criterion de-
scribed in Section Il and will use one of the two algorithms — _ 2
described in Sections 1lI-A or I1Il-B. In order to illustrate the Pl(n+ DL =$nL) = AELI D)} gy
algorithms for the adaptive adjustment of the PMD compen- =¢(nl) —27F($)VE {F(¢)}|¢=¢(nL)' (8)

sator, we collect the control parameters of the PCs in a vector
¢ defined as In this way, we are sure to move toward a relative minimum of

the functionalF(¢).
) 2 (1.1, P12, P21, P22, P31, b3.0)" Three variations of the basic updating algorithm (7) are ob-
tained by using only sign information contained in the ee(@)
Being that the PMD is a slowly varying phenomenon, thand/or in the partial derivative. Hence, the three possible varia-
adjustment of the compensator parameters will be performiens are (considering, as an example, the updating rule related
at a rate lower than the transmit symbol rafd’. We assume to ¢; 1)
that this adjustment is performed at the discrete-time instants

tn,r = nLT, whereL > 1. We denote by dir [(n+1)L] = ¢;1(nL)
— 2vysi — L
$(nL) = (¢p1,1(nL), g1 2(nL), ¢p21(nL), JES;gyr(]iyit)n}L) u(nL)]
¢2.2(nL), $31(nL), ¢32(nL))" R Ve )
the value of the compensator parameters aftenthaipdate. i [(n+1)L] = ¢i1(nl)
— 27 [y(tnr) — u(nl)]
Ill. THE MEAN SQUARE ERROR CRITERION . [0E{y(tar)}]
o sign 55 (10)
In the MSE criterion, the compensator parameteese ad- L i
justed to minimize the mean square value of the error [12], [16] dial(n+1)L] =¢ia(nl)
L ) ] — 2 Sign[y(tnz) — u(nL)]
= qy(ty) — r / 1
(k) 2 y(t) = u(k) (©) sign| 2 {az(/]ﬁ('er)} | 1)

whereu(k) is the transmitted information symbol in theh

symbol interval. This error is a function gfthroughy(ix). We  The following two algorithms illustrate how to compute the
explicit this dependence by defining(¢) 2 e(k). Therefore, gradient of the functional oF2 ().
the performance index to be minimized is the mean value of
F?(Pg). A. First Algorithm
The update rules that we use to control the parameters of th

% et us consider the updating rule in vector notation (8). In
1th PC are the following [16] b g (®)

order to simplify this rule, in the erraF'(¢) = e(k), we sub-
stitute the transmitted information symhglk) with the corre-

2
$i1[(n+1)L] =¢i1(nL) — v 8572}77(475)} sponding decisiom(k-_) (not neqessarily correct), i.g., we sub-
bi $=d(nL) stitute the erroe(k) with the estimated erroi(k) defined as
IE{F(4)}
=¢i1(nL) — 2vyF(¢) — L R R
pia(nL) — 2vF (o) i1 lyeointy (k) 2 y(te) — a(k) (12)

=¢;1(nL) — 2y [y(tnr) — u(nlL
¢81£(7 {yzt Lﬁ lEnz) (L] i.e., the difference between the unquantized and quantized

96, sample at the photodetector output. When an accurate charac-
61 ) terization of each PC is available, the updating rules may be

OE {F*(¢

Gi2[(n+1)L] =¢ia(nL) —~ %

expressed as a function of the estimated error and the signals
on two orthogonal polarizations at the compensator input.

SELF ¢=¢(nL) By using thestochastic gradienalgorithm [16] and by sub-

=i 2(nL) — 2vF () IE{F($)} stituting in (7) the erroe(n L) with the corresponding estimated

’ Ipi1 ¢=¢(nL)  erroré(nlL), the updating rule of the parameters of tlie PC
=¢;o(nl) — 2y [y(t,r) — u(nL)] becomes

IE {y(tnr)}

. @) . Ay(tn
i i1 [(n+ 1)L]= ¢ 1(nL)—27é(nL) gé} f)
whereE{-} denotes “expectation,” and > 0 is a scale factor OE {y(tnr)}

¢i2[(n+ 1)L]=¢; o(nL)—2vé(nL) . (13)

that controls the amount of adjustment. In vector notation, this i o



2000

In vector notation, the algorithm (8) becomes

¢[(n+1)L] = ¢(nL) — 2vé(nL)Vy(tnr).  (14)

Recalling the equivalent model of the compensator, the partial
derivatives ofy(t,,1,), which appear in (14), may be expressea1
as a function of the components on two orthogonal SOPs of {fe
signal at the compensator input at some proper instants. As ean

be inferred from Fig. 2, the output samplé ) may be written
as

y(t) = 7 A(k)e (15)

where the Hermitian matriA (k) is given by

A(k) = a*(k)aT (k) + b*(k)bT (k) (16)

with vectorsa(k) andb(k) defined by

:El(tk)
21(ty — aTe)
w1ty — 7e)
x1(tk — Te — aTe)

:EQ(tk) ’
:L‘Q(tk — OZTC)
x?(tk - T(’)
oty — Te — aTe)
x5(tr — 27.)
x5ty — 1o — BTe)
23 (te — 7e)
x5tk — Pre)
—z] (tk — 27})
_xT(tk — Te — /HT(’)
—23(ty — )
—z7(tr — B7e)

(17)

By computing the gradient af(¢,,1. ), the algorithm (8) becomes

((n+ 1)) =p(nL) — 4yé(nL)R{IT A(nL)c} (18)
where
dcy dcy dcy dcy dcy dcy
Op11 Op12 Op21 Op22 0Pz 1 O¢32
Do dco dco dco dco dco
3J A Op1,1 Op12 Opa,1 Op22 O¢31 O3 2
dcs  Ocs  Ocs  Ocs  Ocs  Des
O¢p1,1 O¢1,2 Op2,1 Op22 O¢3,1 O¢3,2
(19)

is the Jacobian matrix of the transformatiog-= c(¢)

assumed in this paper, we will have different relationshipps

between these control parameters and coefficientsFor

coefficientsh; ; andh; » which appear in (3), we will be able to
express, by using equations (5), the coefficientas a function

2(B)™ denotes the transpose conjugate of the mddix

instance, if the PC is controlled by means of some othdf

voltages, given the relationship between these voltages and?ﬁe
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of these new control parameters. As a consequence, in the
computation of the gradient af(¢,.;.), the only modification

we must take into account will be the expression of the Jacobian
matrix J, which has to be modified accordingly.

Finally, note that when this algorithm is used, the controller
ust receive the optical signals at the compensator input and the
timated erroé(nL).

Second Algorithm

In this case, the expected value of the gradient'®f¢) is
estimated by a trial-and-error procedure. In fact, the controller
tentatively updates the compensator parameters, one by one by
a fixed step size, and computes the corresponding gradient com-
ponents by averaging a given number of values of the estimated
error. It will be shown that, in this case, the relationship between
the control parameters of each PC and the corresponding Jones
matrix is not needed to compute the gradient components.

Defining G[¢(nL)] 2 E{é*(nL)}, the updating rule (8) be-
comes

¢[(n+1)L] = ¢(nL) — Y\VG()lp=p(nr).  (20)
The partial derivatives of/(¢) for ¢ = ¢(¢,,) can be computed
by using the following seven-step procedure:
* Step 1: Find the valueG[¢(nL)] at iteration n.
In the time intervaln LT, n LT + (LT/7)) an estimate
of Gy 2 G[¢(nL)] is computed through time averaging,
i.e., by averagind./7 values of the square estimated error

L
L

T enl+i)

G = G[(p(nL)] (21)

~

Step 24 (¢ = 2,...,7): Find the partial derivative
(0G(9)/0¢i,j)|¢=¢(nr) atiteration n.

In order to do this, parametey; ; (¢ = 1,2,3, and
j = 1,2) is temporarily set to the valug; ;(nL) + A,
whereas the other parameters are left unchanged. The cor-
responding value o&(¢), denoted byG,, is computed
as in Step 1 in the time intervah (T + (¢ — 1)LT/7,
nLT + (LT)7).

The estimate of the partial derivative 6f¢) with re-
spect tog; ; is computed as

9G(4)

L Ge=Gi
9%ij | p=p(nL)

A

(22)

When the control parameters are different from thOSAéfterthegradlentestlmatlon has been completed, the definitive

arameter update is performed.

Note that, in this case, itis not necessary to know the relation-

hip between the control parameters of each PC and the corre-
onding Jones matrices. In fact, the partial derivatives of the

nctional with respect to the compensator control parameters

are computed without knowledge of this relationship.

Finally, note that when this algorithm is used, the controller
must receive the estimated error only.
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Fig. 3. Eye diagrams and MSE evolution.

IV. NUMERICAL RESULTS The results shown in Fig. 3 were obtained by using a nearly

We simulated the system in Fig. 1 in order to test its dynarH—UIy ra”ﬂgm bit sequence (pseudorandom sequence with a pe-
1od of 2*** — 1) and show the compensator effectiveness when

ical behavior. A Gaussian-shaped optical filter with 3-dB band

width equal to 1.875 times the bit rate and a fifth-order Besslé?in_g our control algorithm_._ However, the uItimate_f_igu_re of
erit is the outage probability. The outage probability is de-

postdetection filter with 3-dB bandwidth equal to 0.75 times t i 19
bit rate were used. The DGD of the three PMFs in the compe 1ed here as .the probablht_y that the BER excebls™, given
-dB sensitivity penalty with respect to the case of PMD ab-

sator was taken equal tQ, 7./2 and./2, respectively, i.e., S " .
parametery was chosen equal to 0.5, as we have verified thag"ce- A2-bit d.e Bruijn sequence [17] was chosen in order'to
the MSE performance is best farin the range of 0.4 and 0.6 acco“f“ for the intersymbol mterference (ISI) due tp fo_ur adja-
and not sensitive to the actual value. Choosing 0.5 gener- cent bits for the BER evalu_atlon, _perform_e(_j by taking into ac-
ates equal delays in the equivalent model of Fig. 2 makingol?um the exact postdetection noise statistics [18]. The outage
! obability was evaluated through a Monte Carlo approach by

easier to deal with the equivalent fractionally spaced adapti%

filter, with no loss of generality. In Fig. 3, the uncompensatelﬂxsmg the random waveplate model for the fiber. An extensive

and compensated eye diagrams are shownfer T, T being optimization was carried out in the case of one PC and two ro-
the bit time, fixed PMD such that the second-order parameté?éors’ and it turned out that the opt|murf1 value for paramger
[fiber DGD A7, DGD derivativeAr,, and principal states of is about0.47" for both MSE and Stokes’ parameters criterion.
polarization (PéP) rotation raie] arg’AT —T,Ar, = 0172, As an example, we show in Fig. 4, the outage probability as a

q. = 0.4T, respectively, and there is equal signal power Sp”{ynctmn OthC .forF:_;l flxesd m§a6ntlaGD. Its of two diff i
ting among the PSP. The compensator adjustment is performe efrepo:c mth 'gs. > an i € results od_wo ! ejrjen (;:on-
by using the second algorithm described in Section I11-B. Alsigurations for the compensator, correspondingde= 1" an

reported in Fig. 3 is the MSE evolution as a function of the = 047" The case. = T was chosen because it is a special
%se, as explained subsequently. Fig. 5 refers to the case of one
t

number of PMD compensator parameters iterations, showi . A, . X
the convergence from the uncompensated to the compensdt ?]and two optical rotators, while Fig. 6 is relative to the case
of three PCs. For comparison, in Figs. 5 and 6, the outage prob-

eye diagram. i
The compensator parameters are updated after a numbezwt'es for the uncompensated (dash-dotted) and compensated

signal samples sufficiently high to obtain a good estimate for t gashe(_j line) system are _shown. Also for comparison, a_nother
controlling strategy (solid line), based on the constancy with the

MSE. We found that 100V I th f ) ; . .
e rounctha samples are more than enoughyi [ﬁ(—&guency of the signal Stokes’ parameters, is considered. This

is the number of compensator parameters. Since we can take ‘ ds to the strat f alioning th Il PMD
account, as an example, only one of every four signal sampless,'tsﬁ?1 gy corresponds o the strategy of aligning the overa

40 Gb/s, the compensator could react in 80ID- N -4-25 ps= vector(} with the signal SOR;, according to
5. N us toanyPMD change and thus is only limited by the PC ds
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wheres; ands; are the signal SOPs at frequencigsandw;, ,
j=1,2,...N,respectively. These frequencies are chosen to be

equally spaced bjAw, and it turns out that there is a minimum

value of Aw and a maximum value a¥, giving the asymptotic

behavior forAw — 0 and N — oc. In practice, it suffices to
consider a small number of equispaced frequencieg]%n a
narrow bandwidth (about half the signal bandwidth) around the
optical carrier.

It can be seen that the MSE criterion gives a lower outage
probability in both cases, = T andr. = 0.47 and that it is
much less sensitive to the value than the other criterion in
the case of one PC and two rotators. In this case, the sensitivity
of the Stokes’ parameters criterion to thevalue is explained
by the fact that, given the particular compensator structure, the
compensator PMD vector magnitude is notindependent from its
orientation, and thus directions exist for which the compensator
DGD cannot be less than, for example. This means that for
some overall PMD vector components due to the filgrand
signal SOF%, the compensator may not be able to generate the
needed dispersion vect@; such that} = Qf + Q is aligned
with &, and this happens with higher probability whens sig-
nificatively greater than the fiber mean DGD. The MSE criterion
is less sensitive to the. value because it is a criterion aiming
at the maximization of the eye opening, regardless of the signal
waveform, which is allowed to be different from the undistorted
transmitted one. In the case of three PCs, the criterion outper-
forms the Stokes’ criterion, as expected, for= 1', because
the increased number of parameters also increases the degree of
freedom for the tap coefficients, and the structure in Fig. 2 is
equivalent to a fractionally spaced equalizer with spadiyig,

a structure which is known to perform very well [12] as it is able

Fig. 5. Outage probability for compensator with one PC and two optic® combine the operations of matched filtering and equalization

rotators.

1

Outage Probability

’ Comp. (Stokes)

Uncomp.

All orders
.7 (waveplate model)-

Comp. (MSE) - -

0.5
Normalized Mean DGD
Fig. 6. Outage probability for compensator with three PCs.

0.6 0.7 0.8

0.9 1

of ISl into a single filter.

By comparing Fig. 5 and Fig. 6, we can also see that when
using a criterion whose goal is the inversion of the channel Jones
matrix, such as the Stokes’ parameters criterion, the improve-
ment in the outage probability obtainable by using three PCs
instead of one PC and two optical rotators, is very limited. On
the contrary, the MSE criterion is able to take advantage from
the increased number of degrees of freedom.

As a final note, notice that the stochastic gradient algorithm
can only guarantee the reach of a local minimum and not a
global one. Nevertheless, whichever PC structure we tried, all
local minima turned out to be almost equivalent, and the use of
algorithms that are able to reach a global minimum (such as the
simulated annealing algorithm) produce nearly equal results in
terms of outage probability.

V. CONCLUSION

Following this criterion, we apply the stochastic gradient algo- In this paper, a new simple and effective technique for the
rithm to find the minimum of a suitable functional [19]. Theadaptive adjustment of the parameters of a PMD compensator
functional we use is based on the fact thatvectors are par- has been presented. This technique is based on the minimiza-
allel when the sum of the squared modulus of the difference #én of the MSE between the photodetector output and the cor-
all possible couple of vectors is minimum, as follows:

N i—1

HULELT

i=2 j=1

(24)

responding symbol decision. Two algorithms based on this cri-
terion have been proposed. The first one needs an accurate char-
acterization of the optical compensator but is faster and more ac-
curate. On the contrary, the second algorithm does not require
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any case, the resulting compensator is able to react to any PMBs

] E. Forestieri, “Evaluating the error probability in lightwave systems with
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With respect to other algorithms for the adaptive control of
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PMD compensators, with the proposed algorithm, the resulting  Patent no. MI2001A002 632, Dec. 2001.
compensator is characterized by a better convergence speed

and steady-state behavior with a lower complexity as only the
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signal sample is needed.
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