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On Low-Complexity Space—Time Coding for
Quasi-Static Channels
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Abstract—We propose a new space-time coding scheme for theat the receiver has the same high-SNR behavior [3]. The
quasi-static multiple-antenna channel with perfect channel state jnformation outage probability [1] (related to the nonergodic,
information at the receiver and no channel state information at the or “outage” capacity) with no transmitter CSI and perfect

transmitter. In our scheme, codewords produced by a trellis en- . CSl has b . tigated ically in [2 di
coder are formatted into space—time codeword arrays such that de- 'SC€Ver as been investigated numerically in [2] and in

coding can be implemented efficiently by minimum mean-square [4]. Transmit strategies minimizing the information outage
error (MMSE) decision—feedback interference mitigation coupled probability with perfect CSI both at the transmitter and at the
with Viterbi decoding, through the use of per-survivor processing. receiver have been considered in [5].

We discuss the code design for the new scheme, and show Gyher works assume perfect receiver CSI and partial trans-

that finding codes with optimal diversity is much easier than . . - S
for conver?tional trellis spgce—time codiles (STCs). We provide mitter CSI [6], frequency-selective fading, and a combination

an upper bound on the word-error rate (WER) of our scheme Of multlple antennas and Orthogonal frequency'diViSion multi'
which is both accurate and easy to evaluate. Then, we find upper plexing (OFDM) [7], and large-system limits of physical scat-

and lower bounds on the information outage probability with  tering models, without any assumption of independent Rayleigh
discrete independent and identically distributed (i.i.d). inputas fading, based on large random matrix theory [8].

opposed to Gaussian inputs, as in most previous works) and we - - - -
show that the MMSE front-end yields a large advantage over the A different model for time-varying fading channels has

whitened matched filter (i.e., zero-forcing) front-end. Finally, we D€en introduced by Hochwald and Marzetta in [9]. They
provide a comprehensive performance/complexity comparison considered a block-fading channel constantfoconsecutive

of our scheme with codedvertical Bell Labs layered space-time channel uses and independent from block to block, where
(V-BLAST) architectureand with the recently proposedthreaded 1,11, ransmitter and receiver have no CSI. Tse and Zheng [10]
space-time codeSNg also discuss the concatenation of qurschemeh h that the high-SNR itv of h h li
with block space—time precoders, such as théinear dispersion '2V€ Shown that the hig capacity of such a channetl 1S
codes C = k(1—k/T)log, SNR+O(1), wherek = min{r, ¢, T/2}.
They also show that the capacity is maximized by using no
more thank transmit antennas. In particular, having> r
antennas does not improve the high-SNR capacity behavior. In
[10], [11] it is shown that the same high-SNR capacity behavior
. INTRODUCTION can be achieved by a “naive” scheme that allocdtaaput

N recent years, transmission schemes based on multiple @pensions to channel estimation (e.g., by explicitly sending
I tennas have attracted much attention as a viable solutior{@ning symbols), and by a mismatched receiver that treats
increase spectral efficiency and performance of wireless chd€ training-based estimated channel as if it were the actual
nels. channel.

Roughly speaking, works on multiple antennas can be When the code block lengthi is much larger thamax{r, ¢},
classified according to the assumptions on the channel stafél the channel coherence intervallis> N, one codeword
information (CSI) available at the transmitter and at the réPans a single channel realization. Then, we are in the presence
ceiver. Theergodic capacity [1] of a frequency_nonse|ectiveofacompound:hannel, i.e., a collection of channels indexed by
channel witht transmit and receive antennas and independeﬁhe different realizations of thex ¢t channel matrix. In this case,
Rayleigh fading, no transmitter CSI and perfect receivdiie (nonergodic) capacity and information outage probability of
CSI has been calculated by Telatar in [2]. In this case, tHae channel with or without CSI at the receiver coincide, since
capacity for high signal-to-noise ratio (SNR) is given byn€ channel matrix processsfrongly singularf1]. .

C = min{r, t}log, SNR+ O(1) bit per channel use. The In practice, the assumption of perfect CSl at the receiver holds

ergodic capacity with perfect CSI both at the transmitter arpproximately when the channel varies very slowly with respect
to the duration of a codeword (quasi-static assumption). Thisis a
realistic assumption in situations where the mobility of wireless
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that assuming perfect CSI at the receiver and no CSI at tfa least for geometrically uniform codes). Then, in order to
transmitter is reasonable and can be applied in several prgain insight regarding the behavior of the WER, we find upper
tical settings for whichl’ > N > max{r, ¢t} and where feed- and lower bounds on the information outage probability with
back or time-division duplexing cannot be exploited. The resuliscrete independent and identically distributed (i.i.d.) inputs.
based on this assumption can be effectively approached in Hieally, we provide numerical examples illustrating some in-
high-SNR region by the naive scheme based on explicit trainirtgresting facts about the proposed scheme. We compare WSTC
Without further questioning the validity of this model, we adopwith coded V-BLAST [21], that is also based on decision—feed-
it as our starting point. back interference cancellation but it does not exploit PSP, and
Coding schemes for the quasi-static multiple-antennge show that the latter suffers from severe error propagation
channel with perfect receiver CSI have been proposed imthe feedback decisions while the proposed scheme does
several works (see, for example, [13]-[19]). Recently, a generait. We provide some comparisons with the TSTC scheme of
framework for space—time coding referenced togaseral- [20], and we show that WSTC outperforms TSTC for the same
ized space-time layeringvas identified as follows [20]: a decoder complexity (one decoder iteration), but it is generally
space-time encoder is formed By encoders, producing/ outperformed by TSTC for more than one decoder iteration,
independent codewords, and by a space-time “formatter” that, at the cost of higher decoder complexity. Finally, for the
maps these codewords into a single N codeword matrix. caser < t, we discuss through some examples the opportunity
On the receiver side, since joint maximume-likelihood (MLpf concatenating WSTCs with space—time block precoders
decoding of theM codewords might be too complex, someuch as the recently proposktkar dispersion codegd 9].
suboptimal low-complexity method combining decoding and The paper is organized as follows: in Section Il, we introduce
signal processing is applied. The layered space—time knowrtlas WSTC scheme, in the general framework of [20]. In Sec-
diagonal Bell Labs space-time (D-BLAST) and vertical Bellion Ill, we describe the PSP-based low-complexity decoding
Labs space—time (V-BLAST) [14], [21] belong to this classscheme. In Section IV, we discuss the code design for WSTC
Driven by this general framework, [20] proposed a schenaad in Section V, we present the semianalytic bound on the
referenced to athreaded space—time codi@STC), suited WER. In Section VI, we present results on the outage proba-
to iterative decoding based on soft interference cancellatibility with discrete inputs and in Section VII, we show some
and linear minimum mean-square error (MMSE) interferenegimerical results. Conclusions are summarized in Section VIII.
mitigation at each iteration stage. Guidelines for the design of
the TSTC component codes were given and the performancdl. CODING FOR THE QUASI-STATIC MULTIPLE-ANTENNA
of the overall iterative decoder was studied by Monte Carlo CHANNEL

SITnuiﬂ?sogéper we propose a new scheme nicknamregped The channel model with transmitting and- receiving an-
space—time codin/VSTC) which is also a particular instancetennas considered in this paper is defined by [13], [26], [4], [2]

of the generalized space—time layering framework of [2Bhr Y, = V7HZ, + 2., n=1,...,N (1)

this scheme, we propose a low-complexity suboptimal decoder

combining decision-feedback equalization apdr-survivor wherez,, € X' is the vector of modulation symbols transmitted
processingdPSP) [22]. More precisely, our decoding scheme ia parallel at timen by thet transmit antennasy’ C C denotes
reminiscent of the “nulling and canceling” procedure proposedcomplex modulation signal set with unit average energye

for V-BLAST [21], but interference is canceled by using th&" is the noise vector N (0, I),y,, € C" isthe corresponding
predecisions on the survivor history of the Viterbi decoder. Wtector of received signal samples at the output of the receiving
follows that our decoder does not suffer from decision feedbaaktennasH € C"** is the channel matrix, angis the average
errors, and its complexity is equivalent to one iteration @&NR per transmit antenna. The channel matrix is normalized
the TSTC decoder. Interestingly, our scheme can be seensash tha%trace(E[HHH]) = 1, so that the average received
the concatenation of trellis coding with delay diversity an8NR per receiving antenna is given by.

the corresponding low-complexity decoder can be seen adAs anticipated inthe Introduction, we consider the case where
a reduced-state sequence estimator [23]-[25] applied to tHeis random but constant ové¥ > max{t, r} channel uses,
trellis of the augmented code, including the memory due &md we assume that the receiver knddiperfectly, while the
delay diversity as part of the encoder. transmitter has no knowledge & .

We discuss code design for WSTC, and show that finding An STC for the above channel is a s8tC X<V of ¢ x
codes with optimal diversity is actually much easier than fa¥ complex matrices (codewords). Codeword matrides=
conventional trellis space-time codes (STCs). Namely, a4, ..., zx] are transmitted by columns, iV consecutive
many cases, the maximum possible diversity is achieved blgannel uses. The STC spectral efficiency is givennby=
well-known trellis codes. We provide a semianalytic uppe}{—, log, |S| bits per channel use. By definition, the information
bound on the word-error rate (WER) of our scheme that preit energy over noise power spectral density ratio is given by
dicts accurately the simulation results and it is easy to evaludtge/Ny = ty/7.

1At the time of the first submission of this work, [20] was still unpublished®. Generalized Space—Time Layering

and we developed our scheme independently of the framework of [20]. However, L .
following a comment by one of the anonymous reviewers, we found indeed IN [13], Tarokhet al. found criteria for STC design. They

useful to make explicit reference to [20]. considered the pairwise-error probability (PEP) with ML de-
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coding and, in the case of Rayleigh/Rician fading coefficients, Although ML joint decoding of the\/ codewords might be
they showed that the PEP(X — X') averaged with respecttoo complex, this approach lends itself to the following “di-

to H is upper-bounded as vide-and-conquer” strategy for code design and decoder im-
plementation: 1) the formatter is chosen in order to facilitate
PX - X" <Ky"r some low-complexity suboptimal decoding scheme based on in-

dividual decoding of the component codes and on mitigation of

whereK is a factor that depends on the codeword difference m#re mutual interference between the component codewords; 2)
trix D = X’ — X and the statistics of the channel matrix, but ithe component codes are designed under the assumption that
is independent of, and where is the rank ofD. Driven by the mutual interference between their codewords is actually absent.
above bound, they indicated the maximization of the minimum The layered space—time architectures known as D-BLAST
rank over all distincX, X’ € S as the mostimportant criterion[14] and V-BLAST [21} and the TSTC scheme of [20] are par-
for STC design. For brevity, we shall refer to the minimum ranficular instances of the above approach. Generalized space—time
over all distinct codeword pairs as ttank diversityof the code. |ayering yields schemes suited to a large number of antennas.

For largeN, STCs can be constructed from trellis codes [2Hor example, the decoders of D- and V-BLAST and TSTC have
with trellis termination. Examples of such schemes are givendamplexity O(t?). For the sake of space limitation, and since
[13], [16]-[18]. Namely, consider a trellis codeover X’ of rate  these schemes are well known and remarkably well summarized
R = b/t bits per symbol, where each trellis step corresponds[20], we shall use them as a term of comparison throughout
to b information (input) bits and code (output) symbols, andthe rest of the paper, without getting into too many details.
the subcode of alk € C leaving a given trellis state, and
merging into a given trellis statey after NV trellis steps. Then, B. “Wrapped” Space—Time Codes (STCs)
atrellis STC can be obtained by formatting the codewards ¢ proposed scheme is also a particular instance of the
t x N matrices, i.e., by transmitting titesymbols produced by framework of [20]. We motivate our scheme starting from
the trellis encoder at each trellis step in parallel ontttiansmit  p_g| AST [14]. Fig. 1 shows the D-BLAST formatting for
antennas. The resulting spectral efficiency is given by b bits parameters = 4, N = 36, with M = 3 component codewords
per channel use. . . of length N’ = 24 and interleaving delay = 6. The low-com-

The difficulty in constructing these codes is that the rank disiexity decoder for D-BLAST consists of a linear front-end
versity is hard to evaluate and it is not easily related to the gliowed by decision—feedback interference cancellation [14].
gebraic properties of the underlying trellis code. In [26], fofpe jinear front-end is defined by the matdk € C"** and

the class of bin_ary and quater_nary trellis codes @geandz, produces the sequence of received vectors
mapped onto binary phase-shift keying (BPSK) and quaternary

phase-shift keying (QPSK), respectively, a condition on the un- v, = FHym n=1,..., N.
derlying algebraic codes referred to as Iireary-rankcriterion
is shown to imply the rank diversity of the resulting STC Then, each codewoid™) is individually decoded by taking as
and it is used to construct STCs with full rank diversity (i.e 9bservable the sequence of samples
with p = t). The binary-rank criterion is much easier to check .
than the rank diversity and yields some explicit general alge- .(m) _ = A _ /
braic constructions. W =0 =V Y bt =1 N Q)

ML decoding for trellis STCs can be implemented by the
Viterbi algorithm applied to the trellis of the underlying trelliswhere the one-to-one index mappifw, ¢) < (j, n) is de-
code. However, for a fixed code rafe and rank diversityp, fined by the formatters, v; ,, is the jth element obv,,, b; 1 Iis
the decoder complexity grows exponentially with the number tie (j, k)th element of the feedback filter matri2 = FHH,
transmit antennas In fact, from [13, Lemma 3.3.2] we know andzy, ., is the decision about thg, n)th symbol ofX. From
that the trellis complexity is lower-bounded BY*(»~1). Be- Fig. 1, we observe that the elemems, fork=5+1,...,1
cause of the difficulty of code design (with the exception of corcorrespond to either zeros (for which no decision is needed)
structions given in [26]) and because of decoding complexityy to symbols belonging to codeword§™) with m’ < m.
trellis STCs are practically restricted to small Therefore, by decoding the component codewords in the order

In order to handle a large number of antennas withh = 1, ..., M, the decisions needed in (2) are provided by
moderate complexity, a generalized space-time layeriafeady decoded codewords.
approach is presented in [20]. In this framework, the space-n the original D-BLAST scheme of [14], the length of each
time encoder is formed byM component encoders forcomponent codeword &’ = dt. For a giver, a large delay!
codesCy, ..., Cyr over X and by a space—time formatteris needed in order to have long codewords. If interleaving delay
F:Cyx---xCy — C*N_The M encoders generate indepenis an issue, the D-BLAST scheme is forced to work with short
dent codewordge™: m = 1, ..., M}. Then, the codeword component code block lengtN’. This might pose a serious
matrix X = F(eV, ..., ™) is obtained by formatting the problem for using trellis codes with a large number of states. In
coded symbols as elementsXf possibly including some zero fact, the code memory might not be negligible with respedfto
symbols. thus, yielding a nonnegligible rate loss due to trellis termination.

k=j+1

2For simplicity, we ignore the rate decrease due to trellis termination since it3See also [28], where a comparison between “horizontal” and “diagonal” lay-
becomes negligible falv much larger than the trellis encoder memory. ered schemes is presented.



CAIRE AND COLAVOLPE: ON LOW-COMPLEXITY SPACE-TIME CODING FOR QUASI-STATIC CHANNELS 1403

d zero symbols

.................

112

“w
£
oy
O\l
ST
DN
O
RS
o
7

S
o

~~~~~~ ."*A.::( f‘:g:,(}ft( [‘;I};.?z <
/ / .Y 2021?\‘2‘1 ; ;ﬂ;ﬁéé}{é 2t Q{%}\%\ ‘

/ v
zero symbols ¢’ c? o

Cm
Y 7

Fig. 1. D-BLAST formatting witht = 4, d = 6, N’ = 24, andM = 3. The entries in the above array indicate the index of the symbols in the component
codewords.
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Fig. 2. WSTC formatting witlt = 4, d = 2, andN’ = 72. The entries in the above array indicate the index of the symbols in the component codeword.

N
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For this reason, we propose a scheme that keeps the simplitlity lower positions in each column of the codeword ma¥ix
of decision—feedback interference mitigation while allowing fofsee Fig. 2), the space—time formatter fioe= 0 is defined by
arbitrarily long component codewords and small interleavingplacing (3) by
delay. In the proposed scheme, a single encoder for the compo-
nent codeC over X produces a codeworglof length N. This Li(n)=(n—-1t+t—j+1 (5)
codeword is diagonally interleaved in order to form the N
codeword matrixX = F(e), with N = N'/t + (¢t — 1)d. The Remark 1: When( is a trellis code of rat& = b/t, the cor-

formatterF is defined by responding WSTC witld = 0 coincides with a standard trellis
Ct,(m) if 1<¢;(n) <N’ STC. Ford > 0, the corresponding WSTC can be seen as the
Tjop = { i = - (3) concatenation of the trellis codewith delay diversity [29], as
0, otherwise shown in Fig. 3. Based on this observation, the ML decoder for

the WSTC is easily obtained by applying the Viterbi algorithm

_ _ on the trellis of theaugmented encoder.e., the encoder ob-

ti(n)=[n—1-(j—1)dt+j. (4)  tained by including the memory due to delay diversity. However,

The codeword matrixX is filled by wrapping the codeword for large produc'td_, the Comp'_ex'ty of ML decoding might be
too large for practical applications. &

¢ around the matrix diagonals, as illustrated by Fig. 2. For
this reason, this scheme is referred tonaappedspace—time  Remark 2: Because of the lower and upper triangles of zero

coding (WSTC). In this way, the interleaving deldyecomes symbols in the codeword matrix defined by (3), there is an in-
a free parameter, independent of the component codewbetent rate loss oft — 1)d/N. This is negligible ifN > ¢d.
block lengthN’. Moreover, if the transmission of along sequence of codewords is

As a limiting case, the interleaving delay may be alse- envisaged, the codeword matrices can be concatenated in order
0, i.e., a vertical interleaver may be used. For consistence withfill the leading and tailing triangles of zeros, so that no rate
the casal > 0, where code symbols with a lower index takdoss is incurred. &

forl1 < j <tandl <n < N, where
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wheref ; is the;jth column of the front-end filteF". Because of

—  Trellis diagonal interleaving, the codewoeds cyclically interleaved
b bits ¢ overt virtual additive white Gaussian noise (AWGN) channels
.| encoder with SNRsfgy, ..., (3¢, so that exactlyN’/¢ symbols are as-

signed to each channgl Notice that (8) is the true SNR of
channe};j if decisionsin (6) are correct, i.e., if the contribution of
past symbols is canceled out exactly. Moreover, the noise sam-
plesy, are not Gaussian and not independent, in general. How-
ever, provided that these assumptions hold, this scheme decom-
Fig. 3. WSTC seen as the concatenation of trellis coding and delay diversi§PS€S the channel (1) intgparallel channels with cyclic inter-
leaving, as illustrated in Fig. 4.

Given the analogy between this scheme and decision-feed-
back equalization of intersymbol interference (ISI) channels,

In the case where is a trellis code, we propose astandard choices for the front-end filter mat#ixare also in-
low-complexity suboptimal decoder obtained by combiningpired by equalization [31]. These are as follows.
decision—feedback interference cancellation with the Viterbi ) i
algorithm. The decoder works on the trellis of the component S Theyvhltened maiched f'lte_(“_NMF)’F = Q, whereH = .

QB is the “QR” decomposition [32] of the channel matrix

code C (i.e., it neglects the state expansion due to delay A it
diversity) and takes as observable the sequence of samples H.Qe C has orthonormal columns adii € C*** is
upper triangulaf.

t
Te= U — Z bj kZk,ns {=1,....,N (6) 2) Theunbiased MMSE filtewhosejth column is given by

EGd

delay-diversity

I1l. L ow-ComMPLEXITY DECODING OFWSTC

k=j+1 j—1 -1
wherewv; ,, andb;, , are defined as in (2) and < j < t and fi=ai [I+7) hkth] h;
1 < n < N are the unique integers for whidh(n) = £. k=1
From the index mapping (4) (or (5) faf = 0), we see that whereq; satisfies the unbiasness constraint
the elements;;, ,,, fork = j + 1, ..., t, correspond to either j-1
zeros (for which no decision is needed) or to symbols wfth |f;17+~ Z Iffhk|2 =1
indext < /¢ —td+ 1 <{—1ford = 0). These decisions k=1

are found in the Viterbi decoder survivor history, according to and whereh;, denotes théth column ofH.

standard PSP [22]. The resulting PSP-based low-complexity decoders for WSTCs

oo e mevbssany 10 sompure e dbsenatle fo sy D¢ DT dercted by WME-PSP and by MISE-PSP de-
Covtmy = 03,0 IS given by(k — j)(td — 1). If (k — §)(td — 1) ders, depending on the linear front end employed.

is larger than the Viterbi decoding delay (typically five or si>§uThe WMF exists only itH has ranki. Subject to mild as-

times the code constraint length [30]), the corresponding deibmpt|ons on the statistics #f, this condition holds with prob-

. X . B ility 1 if and only if¢ > r. With the WMF, thejth-channel
sions are reliably obtained from the Viterbi decoder output. NR is given byd; = ~b;. ;| and the additive noise is exactly

(.k -~ j)(.t‘.i ~ }) Is not Iargg enough, the correspondheglta- Gaussian i.i.d. (subject to the assumption of perfect feedback
tive decisionsty, ,, are obtained separately for each trellis statg

of the Viterbi algorithm from the survivor path ending in that ecisions).
state. In this way, if the correct path is among the survivors, The unbiased MMSE filter is always defined (for dr

least a subset of the paths are extended by the Viterbi algorit md allfinite) and thejth-channel SNR |flg|ven by

with the correct feedback decisions. H = H
Choice of the Linear Front-End FilterFor the sake of sim- B = “th I+~ Z hihy; h;. 9)
k=1

plicity, the decoder treats the sequengas if it were produced

by thevirtual scalar-input additive-noise channel The additive noise in (7) is neither Gaussian nor i.i.d. (even as-

suming perfect feedback decisions).

T(’,:\/ﬂjcl—"yﬁ £:17"'7Nl (7)
whereu, is assumed i.i.d~N¢ (0, 1) and, from (4) or (5), we IV. CODE DESIGN FORWSTC
have that Assuming that the parallel channel model with cyclic inter-
t— |01, ford =0 leaving (7) holds, the PEP between two codewetds e C for
j = ' iven channel SNR§y, ..., 5; is given b
! {|£—1|t+17 for d > 0 J Stoo Pl given by
(- | denotes a modulboperation). The SNR; of the above Ple—=dpi,.... 5) = Q(
channel is given by
v|bj, |2 4We notice here that the WMF corresponds to the front end of the “nulling
ﬂj = ; (8) and canceling” scheme proposed for the detection of V-BLAST [21], and it is

izl . . - .
|f_j 24+~ |bj_ k2 analogous to the forward filter of the zero-forcing decision-feedback equalizer
=1 for ISI channels [31].
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Fig. 4. Parallel channel model with cyclic interleaving originated by the PSP-based decoding of WSTCs subject to the assumption of perfecefasidback d

where 6. The WSTCS can be seen as a block code of lengitver
NSRS , the extended alphabét?, where each row oKX is a symbol.
Qz) = / Fe_z 1?2 4z The block-diversity is the minimum Hamming distance of this
T m

block code. By applying the Singleton bound [36], we obtain
is the Gaussian tail function and having defined #ugiared

euclidean weigh(SEW)w; as S| = 2N < | x|Vt

| N which implies the second inequality in (18).

wj =7 Z |x3 = Tjnl? (11) In order to prove the second statement of the proposition, con-
n=1 sider pairs of distinct codewords ¢’ € C and write their differ-

encec’ —ceby columns, as &x N'/t arrayD. If D hasrank > ¢

for all pairse, ¢, then the statement is satisfied fbe= 0. Oth-

erwise, for eacll > 1, the difference matrixD is obtained by

appending to the right of each row B¥ a tail of (¢ — 1)d zeros

and by shifting to the right eacith row by (5 — 1)d positions.

LetQ C {1, ..., t} denote the set of the indexes of nonzero

rows of D and for each rowj € Q let/; andr; denote the

. . . ‘humber of leading and tailing zeros. Now, let
that is, to maximize the minimum number of nonzero rows in

the matrix differenceD = X' — X for each pair of distinct d = max{1, min{dy, do}} (14)
codewords matriceX, X' € F(C). The block-diversity crite- _
rion has been investigated in [33]-[35] for the design of trellighere we define

(the correspondence between symbole ahde’ and symbols
of X = F(e¢) andX’' = F(¢) is given by (3)).

A sensible criterion for the design of the component c6de
is to maximize the codblock diversitys, defined by

o= min7& Hje{l,...,t}: w; #0} (12)

e, c'eC: ¢ #e

codes for cyclic interleaving and/or periodic puncturing. 0 — 1,
The relationship between the rank diversity of a WSTC and dy = max { { Z: — -‘ }
the block diversity of its component code is given by the fol- g <€j /
lowing. and
Proposition 1: Consider a cod€ over X’ of rate R bits per dy = max { Fﬂk — rj-‘ } .
symbol and block diversity. Then, the rank diversity of the 7 ij k=3

corresponding WSTGS = F(C) satisfies S .
By construction, it is immediate to check that the resulting

R is either upper triangular or lower triangular and has rank equal
posl+t {t (1  log, |X| )J ’ (13) to |©2|. By takingd to be the maximum of (14) over all distinct

] ) ¢, ¢ € C we obtain thatS = F(C) has rank diversity. O
Moreover, there exist values dffor which p = 6. _ _ _
Proof: Consider a pair of distinct codewordse’ € C, Remark 3: When the component code is a linear trellis

the corresponding matrice§ = F(¢) andX’ = F(¢'), and Code oveiZ; or Z, mapped onto BPSK or QPSK, respectively,

. . !
the difference matrid) = X* — X. The rank ofD cannot be 5This upper bound on the block diversity has been found in [37] and, inde-
larger than the number of nonzero rows Bf thereforep <  pendently, in [34].
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TABLE | TABLE I
BLOCK DIVERSITY FOR SOME WELL-KNOWN RATE-1/2 BINARY BLOCK DIVERSITY FOR SOME WELL-KNOWN RATE-1/4 BINARY
CONVOLUTIONAL CODES[38] MAPPEDONTO BPSKAND QPSK (WTH GRAY CONVOLUTIONAL CODES[38] MAPPEDONTO BPSKAND QPSK (WTH GRAY
LABELING). THE CASESACHIEVING THE BOUND (13) ARE DENOTED INBOLD.  LABELING). THE CASESACHIEVING THE BOUND (13) ARE DENOTED IN BOLD.

CODE GENERATORSARE EXPRESSED INOCTAL NOTATION [38] CODE GENERATORSARE EXPRESSED INOCTAL NOTATION [38]
BPSK QPSK BPSK QPSK
States Generators |[t=2|t=4|t=8|t=2|t=4|t=38 States Generators t=4|t=8|t=4|t=8
4 (5,7) 2 3 4 2 3 3 4 (5,7,7,7) 4 5 3 5
8 (15,17) 2 3 4 2 3 4 8 (13,15, 15, 17) 4 6 4 6
16 (23,35) 2 3 5 2 3 4 16 (25,27, 33,37) 4 7 4 6
32 (53,75) 2 3 5 2 3 4 32 (53,67, 71,75) 4 7 4 7
64 (133,171) 2 3 5 2 3 5 64 (135,135,147,163) || 4 6 3 5
the observation in Remark 1 can be exploited in order to 10°
compute the rank diversity of the resulting WSTC via the
binary-rank criterion. For example, consider the binary acdde 10"

with generatorg5, 7, 7, 7) (octal notation [38]) mapped onto
BPSK. The WSTCS = F(C) for t = 4 antennas has rank
diversityp = 4 for all d > 0. In fact, the augmented generator 10°
matrix obtained by including delay diversity as part of the 4
encoder (see Fig. 3) is given by § 10

! |
10° H=e= .7,7,7, ML

G(D)=[1+D? D*(1+ D+ D?), —v= (5777, ML @=])

D* (1+ D+ D%, D*(1+D+D%]. (15) 10° H 2 (5777, MMSE G <1y
’ ’ 7 I (5,7,7,7), MMSE (d=2) )
107 H (25,27,33,37), ML "
By writing G(D) as & x (3d + 3) matrix of binary coefficients o Lo (3521,33.37, MMSE (QUB) N\ \
(see [26]), itis immediate to check that the resulting matrix has 107 4 5 0%2 P “6 s
rank 4 over the binary field for alZ > 0. )
Ey/Ny

Remark 4: From [13, Theorem 3.3.1], we know that for any

STC overX with ¢ transmit antennas and spectral efficienc¥ig. 5. WER of the WSTCs constructed from the convolutional codes with
- . . . o generator$5, 7, 7, 7) and(25, 27, 33, 37) mapped onto BPSK, independent
n = tR the rank diversity satisfies Rayleigh fading? = r = 4.

pste|e(i- o) | (16) N o
log, |X] MMSE-PSP decoding with sufficiently large interleaving delay

Since this is the same upper bound on block diversity given ﬁlnmay be e|ther_ r_legI|g|bIe or significant, dependlng_on the
. ) .~ .code spectral efficiency. On the contrary, the penalty incurred
Proposition 1, we conclude that the wrapping construction i

curs no loss of optimality in terms of rank diversity (for an a E?fk\:/?/eMnEi-eZSP decoding is significant for alland all spectéal
propriate choice of the delaf). As a matter of fact, while it is '

difficult to construct codes with rank diversity equal to the upper Remark 6: In [39], a computationally efficient trellis-based
bound (16), it is very easy to find trellis codes for which thalgorithm for computing the block diversity of trellis codes with
upper bound (13) oh is met with equality, for several codingcyclic interleaving is given. In Section V, we give another com-
rates and values af Examples of these codes are tabulated putationally efficient method for calculating the block diversity.
[33], [35]. Therefore, the wrapping construction is a powerfuBy using this method, we computed the block diversity for the
tool to construct STCs with optimal rank diversity. ¢ binary codes of raté/2 and1/4 tabulated in [38] and mapped

Remark 5: From [13, Lemma 3.3.1], we know that a trellisonto BPSK and QPSK (with Gray Iabellng), for different values
. : . : of t. Some of these results are reported in Tables | and Il. We ob-
STC with rank diversityp must have constraint length > p.

This constraint applies to WSTCs as well, when we consid&?rve that several codes achieve maximum block diversity and,
a

the constraint length of the augmented encoder including de >(/erefore, are good candidates for WSTC. ¢
diversity. Example 1:Fig. 5 shows the WER for WTSC$(C)

On the other hand, the proposed low-complexity decodebtained from the binary convolutional co@ewith generators
works on the trellis of the component codé Therefore, itis (5, 7, 7, 7) mapped onto BPSK and transmitted over a channel
not a priori clear if WSTCs, even if optimal from the rank-di-with ¢ = r = 4, with interleaving delayy = 0, 1, 2. The
versity point of view, are going to pay a large penalty whechannel matrix has i.i.d. elementsN¢(0, 1) (independent
low-complexity decoding is used instead of ML decoding. IRayleigh fading) and each transmitted codeword corresponds

the next sections, we shall see that the penalty incurred toyframes of 128 information bifs.
6Again, we stress the analogy of the problem at hand with the case of trellis’/All the numerical examples of this paper are obtained with independent

coding over dinite-memorylS| channel, where the optimal ML decoder re-Rayleigh fading and frames of 128 information bits. For the sake of brevity,
quires a number of states generally larger than that of the code alone. we shall omit explicit mention of these parameters in the following.
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The WER curves fod = 0 and1 with ML decoding and for We are mainly interested in the case whéiga trellis code with
d = 1 and2 with MMSE-PSP decoding are shown. It can bérellis termination. A pairwise error evefit — ¢’} is said to be
easily checked that faf = 0 the resulting WSTC hag = 2, simpleif the trellis paths corresponding to codewordand¢’
whereas ford > 1 it achievesp = 4 (see Remark 3). Hence, split at a certain step < n; < N/, merge at step < no < N’,
d = 1 would be sufficient to achieve the best possible WEBoincide for all steps < n; andn > no, and remain separated
curve slope under ML decoding. However, the resulting ML déer n; < n < nq. If a pairwise error event is not simple, it is
coder must work on the 32-state trellis of the augmented cosl&d to be composite. We have the following.

including delay diversity, with generator matrix given in (15). Lemma 1: For any arbitrangy, ..., B, the right-hand side

Interestingly, the MMSE-PSP decoder achieves a very SH&EHS) of (17) remains an upper bound on the conditional WER

ilar performance by working on the four-state trellis of the UM e sum is restricted to simple error events.

derlying component code. However, this is obtained with delay Proof: We have to prove that ife — ¢’} is not simple

d generally larger than the minimum required to have= thenit can be eliminated from the union bound without changing

6. This fact is due to the effect of feedback decision errociﬁe inequality relation. Consider the difference sequefice
in the reduced-complexity decoder. The MMSE-PSP decoder q y ' q

€
with d = 2 performs very close to the solid curve denotef ~ € (represented as a column vector), and let
by “QUB,” which corresponds to the semianalytjaasi-upper 5, ;.
bound(QUB) obtained in Section V by assuming perfect feecﬁ = diag (\/E’ coos VB VB
back decisions. It is also worthwhile noticing that, in all numer- VB ooy oo A B \/E)
ical experiments made, we found that small valueg siiffice
to achieve the best WER slope (e.g., in this cése 2 instead be anN’ x N’ diagonal matrix containing the channel ampli-
of d = 1is needed). tudes\/A1, ..., /B repeated periodicallyv’ /¢ times (by def-

Fig. 5 shows also the WER of the WSTC based on the 16-staiion, N’ is an integer multiple of). Assume thafec — ¢’} is
binary convolutional code with generato(85, 27, 33, 37)  composite. Then, there exist two codeworgsande,, such that
mapped onto BPSK. The WER curve far = 0 with ML ¢’ = d; +d, and(Bd, ) (Bd,) = 0 forall B, whered; = ¢; —c
decoding, ford = 2 with MMSE-PSP decoding and the QUBandd, = ¢, — ¢. This is because the path corresponding to
assuming perfect feedback decisions are shown. From #eomposite event can always be formed by the concatenation
binary-rank criterion [26] it is immediate to see that suchf two paths, which differ from the reference path on disjoint
WSTC scheme achieves rank diversity= 4 for all d > 0. In  supports. Therefore, the nonzero elementd;imndd, are in
this case, expanding the code state space by delay diversity giérent positions and the vectofi; andgd, are orthogonal
using the low-complexity MMSE-PSP decoder is meaninglegsy any diagonal matri3. Let v be the received signal corre-
since the component code achieves the optimal rank diversipyonding to the transmission efi.e.,v = B¢ + v, wherev is
already ford = 0 and the corresponding ML decoder has thghe AWGN vector. The pairwise error regions corresponding to
same trellis complexity as the MMSE-PSP decoder. Howevetie eventde — ¢}, {¢ — ¢;}, and{e — ¢} are given by the
it is interesting to notice that, also in this case, the PSP-basgédqualities
decoder achieves almost the same performance as the ML
decoder. & &' = {v: —2Re {v"Bd'} + |Bd'|> < 0}

51 = {’UZ —2Re {’I)Hﬂdl} + |ﬂd1|2 S 0}
V. WORD-ERRORRATE (WER) ANALYSIS & = {v: —9Re {vH,BdQ} + |Bdof < 0}. (18)

In this section, we derive a union upper bound on the av-
erage WER of a codé over X with block lengthN’ cycli- The error evenfe — ¢’} can be removed from the union bound
cally interleaved ovet parallel AWGN channels with randomif £ C & U &. In order to show this, assume thate &' N
(but constant over each codeword) SNRs. . ., 3;. Giventhe (&1 U &2). Then
parallel channel decomposition (7), this method provides also a
true upper bound for the WSTG = F(C) with WMF-PSP de- —2Re {v"Bd\ } + |di|* >0
coding, subject to the assumption of perfect feedback decisions. —2Re {v"Bd,} + |Bd.|> > 0.

For MMSE-PSP decoding, the parallel AWGN channel model . . » .
does not hold exactly even assuming perfect feedback decisid%, SUmming the above two inequalities and by recalling the
since the noise is neither Gaussian nor independent. Never{@iglogonality property oBd, andfd., we get

less, numerical results show that the method generally provides Hag /12
. g —2Re d d | >0
an upper bound also for MMSE-PSP decoding. For this reason, ¢ {v A } +1pd]" >
in the fO”OWing it will be referred to as QUB i_e_’;v ¢ g/, which contradicts the assumption_ O

For simplicity, we assume that is geometrically uniform . )
[40], so that we can take any codeward: C as the reference  Next, we find a method to enumerate all simple error events.
codeword. Consider the conditional PEPe — ¢|3, ..., 3;) Ve can represent the codeover a supertrellis, obtained by

given in (10). By using the union bound we get lumping togethes trellis steps of the original trellis, so thateach
step of the supertrellis corresponds s@onsecutive steps of

Py(e|Br, ..., Br) < Z Plc—c|B1, ..., Be)- (17) the original trellis, and e.ac.h step (_)f the supertrellisﬁ@stput
/e symbols. For example, & is a trellis code of raté/p bits per
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symbol, i.e., one transition of the original trellis corresponds tobe evaluated by Monte Carlo averaging over a large number
output symbols, then = t/p (where, for simplicity, we assume of realizations of the channel SNRs. In particular, if (21) is
that p dividest). The length of the terminated supertrellis isised as an upper bound on the WER of the WSTC scheme
N'/t steps. S = F(C), the Monte Carlo average is obtained by generating
Let ASDLI) ...w, denote the number of simple error events dd large number of channel matricék and by calculating the
length L in the supertrellis (the length is measured in su- corresponding SNRs either via the QR decomposition (in the
pertrellis steps) with SEWs, ..., w; starting at step. Then, case of WMF-PSP decoding) or by using (9) (in the case of
the total number of simple error events of lengtland SEWs MMSE-PSP decoding). In this way, the method can be applied
wy, ..., wisequaltq N’ /t — L+ 1)A§UL1)7 ..w, - By restricting toany arbitrary channel statistics (for examlecan be gener-
the sum in (17) to simple error events and by using (10) we ha@ted by ray-tracing software in order to model a particular scat-
tering environment [3]).
Py(elBi, -, Br)

Remark 7: The integral with respect t¢ can be efficiently

]\lr//t
< Z (N'Jt =L +1 computed by using Gauss—Chebychev quadrature rules. In fact,
T by letting
N 0o g(sin? ¢) = T(e_'@l/Si112 ..., =Bt/ sin® 4’)
< —
ot Zw (LZ_: we can write
’ ’ t = 7r/2 X d
a) N/ /2 _ o B o l / .92 _ i / 2 T
<:) E /0 T(e 31/ sin d?? e B¢/ sin (j)) d¢ (19) T Jo g(Sln ¢) dd) o . g(l’ ) 7\/@
n—1 .
having defined the code multivariate weight enumerator func- ~ 1 Z q<c0s2 <2z +1 F))
tion [41], [42] 2n =
o t ‘ (n—l)/2—1 .
TWy, oo, W) = Z Z AD H W' (20) nodd 1 o (cos? 2i+1 -
wy, ..., wy L=1 S 7j=1 n 3 ' 2n
1y--ey Wt 1=0
and used if{a) of (19) thepreferredintegral expression of the (22)

Gaussian tail function [43] where the last equality follows by noticing thg) = 0. Then,

1 /2 z? for ann-nodes quadrature rule onfy. — 1)/2 evaluations of
Q@) =~ /0 P\ T 25 ¢ ¢ the integrand function are needed. Numerical experiments in

T, . ) !
The multivariate weight enumerator function counts all thSectlon VIl show that very good accuracy is obtained already

simple error events starting at sté@nd ending afted. steps forn =7 ¢
of the supertrellis, for all possible lengthis= 1, 2, ... (notice Remark 8:In [23], [24], [44], an analysis of the bit-error
that in order to make the computation easier we extend theobability of reduced-state sequence estimation for coded ISl
sum also to lengthd. > N’/t). A detailed example of the channels based on union-bounding techniques is presented.
computation ofl'(W1, ..., W;) is given in the Appendix. There, the main problem is to characterize the effect that wrong
In order to obtain the average WER, where expectation dgcisions in the survivors have on the current branch metric:
done with respect to the joint statistics of the channel SNRkarly, wrong symbols on the survivor terminating in a given
01, ---, B¢ (they need not be independent), we cannot averagtate affect the decision metrics of all paths stemming from that
term-by-term the weight enumerator. In fact, the parallel chastate.
nels with cyclic interleaving and random SNRs belong to the We can provide an intuitive explanation of why this problem
class of block-fading channels, for which the union bound atasically disappears in the analysis of the WER of PSP-based
eraged with respect to the fading statistics may be very loose@wv-complexity decoding of WSTCs with sufficiently large in-
even not converge at all (see [34]). Then, since the conditiortatleaving delayl. Consider the situation depicted in Fig. 6 and
WER cannot be larger than we follow the approach of [34] the decision—feedback interference cancellation given in (6).

and obtain the final bound on the average WER as There are two types of possible wrong decisions in any sur-
;)2 vivor: errors due to the unmerged section of the survivors and
N T
P,(e) < E |min{ 1, _/ errors due to a past error event, occurred to the left of the sur-
tr Jo vivors merge point (see Fig. 6). Decisials ,, in (6) have delay

o o (k—7)(td—1)fork =35+ 1, ..., t. If the survivors always
T (6_‘31/51“_ L e s d’) df;bH (21) merge at delay smaller thad — 1, only errors due to past error
events affect the metric updating and the WER of the PSP-based
where the expectation is with respect to the joint statistics décoder is equivalent to a genie-aided decoder with perfect feed-
Bi, ..., . For smallt and if the joint pdf ofg;, ..., §; is back decisions. In fact, i ., # z, ., @ codeword error al-
known, the above expectation can be calculated by numericahdy occurred for both the PSP-based and for the genie-aided
integration methods (as in [34]). #fis large or if the joint sta- decoders, while i, , = z, . the two decoders have the same
tistics of 31, ..., B is not known explicitly, the bound (21) canbranch metric for théj, n)th symbol. In other words, the error
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Current trellis step where Iy (H) denotes theénstantaneousnutual information
between the input,,, uniformly distributed overt¥'t, and the
Common decoded path Unmerged survivors outputy,, for a given channel matriff, given by
\/ W4 Iyv(H) = tlogy |X| — Eq
e . l10g2< Z 62ﬁRe{zHH(z’m)}y(:’z)HHHH(m'm)>]
@/ eX
(25)
t M int . . ,
Pastror even e poil (F...[] denotes expectation with respect #0and z ~
NC (07 I))
Fig.6. Sketch representation of the trellis in the PSP-based decoder. Paths arEN€ computation of v (H) for a given finite signal set’ is
extended from left to right and only survivors are shown. a very demanding task for largeln fact, (25) does not admit

a simple closed form and requires the evaluation ttianen-
propagation due to nonperfect feedback decisions has no infiisnal complex integral. Moreover, the integrand function re-
ence on the WER, provided that— 1 is so large that the prob- quires the evaluation of the quadratic fofs—z) ¥ H" H(z' —
ability of path merge at delaytd — 1 is very high. Notice that ) in the |X|** possible values of the difference vectdr—
for larget, a large interleaving delayis not needed to meet thisz. Hence, finding upper and lower bounds ép(H) is es-
condition. sential for evaluating the limit performance of STC under the

On the contrary, in the case of reduced-state sequence egiasi-static regime.
mation for ISI channels, errors are mostly due to unmerged sur-Given the analogy between this problem and the I1SI channel
vivors because of the time causality of the I1SI channel. For thigth i.i.d. discrete inputs, we shall make use of the bounds de-
reason, the WER performance of WSTCs with PSP-based d&ed in [31]. A simple upper bound ofyy (H) is obtained by
coding can be predicted very well by the QUB (21) while neassuming Gaussian i.i.d. inputs with the same average input con-
glecting feedback decision errors in the 1SI setting yields overdgraint. We have [4], [2]

optimistic results [23], [24], [44]. & Iv(H) < I(H) = log, det (I n 7HHH> ' (26)
A Method for Calculating the Block DiversityA simple al- - Other upper and lower bounds can be derived by considering the

gebraic method to calculate the block diversity of a cBaith  parallel channels (7) for appropriate choice of the SRsn
periodic interleaving overrparallel channels is given by the fol-general, the instantaneous mutual information of tA&VGN

lowing. parallel channels with inputs independent and uniform dver
Lemma 2: The block diversity of a code cyclically IS 9iven by

interleaved overt channels is equal t& if and only if Ip.cn.(Bi, ..., Bt) = tlog, |X]

T(Wy, ..., W;) = 0 for all vectors(W1, ..., W) € {0, 1} t

with Hamming weight less thafi and there exists one vector— »  Ex » |log; ( > 62\/6_1']3”0{"%/%)}_’81'lm/_mlzﬂ (27)

(W1, ..., Wy) € {0, 1}* with Hamming weights for which j=1 z'eX

T(Wq, ..., W) > 0. wherev ~ N (0, 1). Thematched-filter boun@B1] is obtained
Proof: Consider the parallel-channel model with cyclidy neglecting the mutual interference of theansmit antennas.

interleaving (7) and Fig. 4. Let some of the SNRsbe equal We have

to 0 and others totoo. If all codewords ofC are distinguish- Iyv(H) < I2™(H) = Ip o, (ylha? o Ahe?) . (28)

able after transmission over this parallel on-off channels, ths\nclass of lower bounds can be obtained from the chain rule of

P,(elfi, ..., Bt) = 0. Otherwise,P,,(e|f, ..., Bt) > 0. . . .
Following the same steps yielding (19), we obtain a Chernéﬁgiﬁillgngg:r\zitifhnvaifg;k?;vivg’ign':\?vrﬂ?éveﬁ and anyr x ¢

union bound [30] on the WER as

N’ , Iy(H) = 1(z1, ..., 7t} y)
Py(elfr, ..., Br) < 2—tT(e*ﬂl, ce P (23) ¢
The Chernoff union bound is asymptotically tight for large = Z Iz Ylrjen, - @)
SNR. Then, we conclude that the functidige=":, ..., e=%) =t
is zero if P, (e|B1, ..., Bt) = 0 and obviously it is positive if (;) : Iz ' N
P, (e|py, ..., B;)>0. Finally, we notice that letting; be0 or > s vl oo w)

<.
Il
fa

oo is equivalent to letting?’; be equal td or 0, respectivelyl]

—~
o
=

t
> I(xi; vl
VI. MUTUAL INFORMATION AND OUTAGE PROBABILITY = ; (253 vilwjen o w0)
Under the quasi-static regime, in the limit for large block t ¢
length V, the best possible achievable WER of the multiple-an- = Z I 250 — /7 Z bj. kT, (29)
tenna channel (1) is given by tiridormation outage probability i=1 k=j+1
[1], defined by where the coefficients; ; are defined as in (2) and (6). The

Poui(n) = Pr(Ixv(H) < n) (24) inequality(a) holds with equality ifF" is information lossless.
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In particular, forF' given by the WMF (when it exists) or by
the MMSE filter defined in Section Il equality holds. The in-
equality(b) holds with equality ifF' is the MMSE filter and the
input z is a Gaussian white vector [45]The jth term in the
sum of the last line of (29) is the mutual information of tih
parallel channelin (7). IF' is the WMF, we get the lower bound

IX(H) Z IX’mf(H) = IP.ch. (’y|b1,1|27 ey ’V|bt,t|2) . (30) n"o

If Fisthe MMSE filter, the noise in (7) is not Gaussian sinc
the x;’s are discrete and (27) is not directly applicable. How
ever, experimental results and some analytical arguments g
vided in [46] and in an asymptotic form in [47] show that the
residual interference plus noise at the output of the MMSE filt¢
is very close to Gaussian, even if the interfering symbols have
discrete distribution. In [31], experimental evidence shows th
by making a Gaussian approximation (GA) of the MMSE filter

0
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10 X' s
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_4 | Gl \ Y
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------- MMSE-GA Y
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output (referred to as MMSE-GA in the following) the resultingFig. 7. Outage probability for BPSK, independent Rayleigh fading,r = 4
mutual information is a lower bound on the true mutual infor2"d7 = 2 bits/channel use.

mation (in [31] this is referred to anjectured lower bound
Motivated by these arguments, we can write

IX(H) g I;mse(H) = Ip.cn. (/817 Tt /Bt)

whereg; is given in (9) and> means that inequality is conjec-
tured.

Upper and lower bounds ohy (H) yield lower and upper 5
bounds orP,,:(n), respectively. Figs. 7 and 8 show the outag”®
probability bounds versu#i, /Ny for t = r = 4, BPSK
modulation, and independent Rayleigh fading, wijtk= 2 and
3 bits/channel use, respectively. The curves are obtained
Monte Carlo simulation over several independent generatic
of the channel matribx#. In the figure legend, “GI” denotes
Gaussian inputs, “MFB,” “WMF,” and “MMSE-GA” denote
the matched filter, the WMF, and the MMSE-GA bounds fo
BPSK inputs, respectively, and the points corresponding to t
exact outage probability with BPSK are labeled by “BPSK.”

For small spectral efficiency (e.g., Fig. 7), the MMSE-GAZ
(conjectured) upper bound is very close to the true outage prob-
ability, while for largern (e.g., Fig. 8) it becomes looser. Re-
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ig. 8. Outage probability for BPSK, independent Rayleigh fading,r = 4
ndn = 3 bits/channel use.

markably, in these examples the matched-filter bound provides2) N terms of outage probability, the WMF front end with

a lower bound tighter than Gaussian inputs. The gap between

Gaussian and BPSK inputs increases wjitéind, for all values
of , the WMF provides a very loose upper bound.
At this point, some qualitative considerations are in order.

1) In the derivation of (30) and of the MMSE-GA bound,

perfect feedback decisions suffers from a large gap with
respect to the MMSE front end. On the contrary, it is well
known that for any fixedd of rankt, the two front ends
(assuming perfect feedback decisions) are capacitywise
equivalent agy — oo (see [31] and references therein).
This apparent paradox can be explained by noticing that

perfect feedback decisions are a consequence of the mu- the convergencd V™ (H) — I%m(H) asy — oo

tual information chain rule (29). Hence, these bounds
yield also the performance limit achievable by WMF-PSP
and MMSE-PSP decoders wiperfectdecision feedback.

In particular, since PSP-based decoding is very robust
to feedback decision errors, we expect that the outage
probability bounds predict well the performance limits of
WSTCs under PSP-based decoding.

8This can be proved by the purely linear-algebraic identity

t
det (I+~HH") = [[ (1+3)

i=1

whereg; is given by (9).

is nonuniform over the ensemble of channel matrices.
Therefore, Pr(I3™(H) < n) does not converge to
Pr(Ipmse(H) < n) even if Y™ (H) — Iv™(H) for
any givenH.

For the above reason, we expect that also for practical
codes the gap between WMF-PSP and MMSE-PSP de-
coding does not vanish gs— oo. Curiously, several pre-
vious works on layered STCs [14], [21] reported results
for the WMF front end with decision feedback, referred
to as the “nulling and canceling” approach. Our results
show that using the WMF instead of the MMSE front end
in the quasi-static environment can be very dangerous.
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Fig.9. WER of WSTCs and trellis STCs with MMSE-PSP and ML decodind;ig. 10. WER of WSTCs based on the 32- and 64-states codes df/raief
respectively, and related outage probabilitiestfor 4, r = 2, independent Table Il mapped onto QPSK, and related outage probabilities ferr = 8,
Rayleigh fading. The codes for spectral efficiengy= 1 are based on the independent Rayleigh fading, and spectral efficiency 4 bits/channel use.
convolutional code with generatof5, 27, 33, 37) mapped onto BPSK. The

codes fory = 3 are based on the four-state code with rite and generator . . . .

matrix given in (31), mapped onto BPSK. Afinal remark is devoted to ML decoding. Since the 16-states

code has rank diversity = 4 (see [26]), ther = 0 is sufficient
. to achieve the optimal WER slope under ML decoding. In this
3) For values ofp where the MMSE-GA is close to thecase, the ML Viterbi decoder works on the 16-state trellis of the

true outage probability (e.g., Fig. 7), we expect thac:tode. On the contrary, the four-state Wyner—Ash code has rank

goodWSTCs with MMSE-PSP decading perform CIOSGéiversityp = 1,° which s strictly less than the bound (13). How-

to good STCs with ML decoding. On the contrary, for i . . .
values ofy at which the MMSE-GA is far from the ever, the 64-state trellis STC resulting from the concatenation of

true outage probability (e.g., Fig. 8) we expect tha{v{;e same code with delay diversity with= 1 achieves = 2,
WSTCs with MMSE-PSP decoding suffer from a larg hich is optimal as it meets the bound (13) with equétityn

performance degradation with respect to STCs with M is case, the ML Viterbi de_coder. works on 'Fhe 6.4-stat.e trellis

decoding f the augmented encoder, mcludmg delay diversity. This effe'ct
' can be observed by comparing the WER curves corresponding

Example 2: The last observation is well illustrated by theo n = 3 and ML decoding forl = 0 andd = 1,in Fig. 9. <

example of Fig. 9, comparing the WER of BPSK codes with

spectral efficiencyy = 1 and 3 bits/channel use in the case VIl. PERFORMANCEEXAMPLES

t = 4, r = 2 with the correspondind’,..(n). Forn = 1, we

consider the 16-states binary convolutional code of tdteof

Table Il. Forn = 3, we consider the four-state Wyner—Ash cod

[48] of rate3/4, whose generator matrix is given by

In this section, we present a selected set of numerical exam-
gles, aimed at pointing out some interesting facts.

Relevance of the Rank-Diversity Criteriofit has been re-
cently observed that when botht are large the rank diversity

1 1 1 1 is not a very meaningful code design criterion [50]. This fact is
GD)= |1+D 1 0o ol. (31) lllustrated in Fig. 10, showing the WER of the WSTCs based
0 14D 1 0 on the binary convolutional codes with 32 and 64 states and rate

1/4 of Table Il with QPSK modulation, fot = r = 8. In this
We consider WSTCs withd = 2 and MMSE-PSP decoding, example, the interleaving delay is very lafge= 10) in order to
and trellis STCs with ML decoding. eliminate any effect of feedback decision errors and haves
Forn = 1, the MMSE-GA bound is very close to the truefor the corresponding WSTCs. From Table Il, we see that the
outage probability, while fo = 3 itis very far away and shows 32-state code achieves optimal block diversity 7, while the
an error floor. This behavior is reflected by the performan@-state achieves ondy= 5. Nevertheless, in the range of WER
of the MMSE-PSP decoder: foy = 1, ML and MMSE-PSP  shown, both simulation and the QUB are almost identical for the
decoding yield almost the same performance, whilerfoe=  two codes.
3, MMSE-PSP decoding compares very poorly with respect toOn the contrary, it can be observed from the examples of
ML decoding and shows an error floor similar to that of th&igs. 5 and 9 that for smaller valuesio#&ndr, the rank diver-
MMSE-GA bound on the outage probability. sity is a very relevant criterion, at least for the family of codes
Such behavior was noticed in all cases examined. We caonsidered here.
clude that the ability of MMSE-PSP decoding of performing _ _ _
close to ML, for givery andr, depends essentially on the cod g-rfg'riggﬂ gg&?ﬁ;?ggﬁ;ﬁf;ng%?n?e fact that the trellis of the four-state

SpeCtr.al efficiency and can be predicted very accurately .by theoThis statement can be proved by applying the generalized stacking con-
behavior of the MMSE-GA bound on the outage probability. struction result of [49]. We omit the proof for the sake of space limitation.
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Fig. 11. WER of WSTC and V-BLAST schemes with co(8, 25) and Fig. 12. WER of WSTC and TSTC schemes with c¢@g, 27, 33, 37) and
QPSK fort = r = 4, independent Rayleigh fading, and spectral efficiencQPSK fort = r = 4, independent Rayleigh fading, and spectral efficieney
1 = 4 bits/channel use. 2 bits/channel use.

Comparison With V-BLASTIn [21], a space—time schemetion, the special detection ordering of V-BLAST is not. More-
nicknamed “V-BLAST” and its low-complexity decision-feed-over, the complexity of the “greedy” detection ordering algo-
back detection scheme are presented. V-BLAST is equivalentithm is larger than the extra complexity of the Viterbi algorithm
a WSTC withd = 0, but decision—feedback interference cardue to PSP, for large Then, WSTC with PSP-based decoding
cellation is obtained by feeding back symbol-by-symbol predesnot only more effective, but it is also simpler than V-BLAST.
cisions, without the aid of PSP. Since the order of symbol-by- Comparison With TSTCFig. 12 compares the performance
symbol decisions is not dictated by the trellis time ordering aff WSTC and TSTC [20] based on the 16-state binary convo-
the underlying code, predecisions are made in an order thattonal code of ratd /4 of Table Il mapped onto QPSK, with
depends orH, with the aim of limiting error propagation in¢t = » = 4 antennas. Each iteration of the iterative decoder
the feedback. Namely, the columns Mfare permuted so that for TSTC proposed in [20] involves the calculation of a linear
the “QR” decomposition of the permuted matrix yields WMRMMSE front-end filter (complexityO(#3)) and soft-in soft-out
channel gains such thatin;—; . |b; ;|* is maximized. Re- decoding of the underlying convolutional code, implemented by
markably, this ordering can be calculated by a simple “greedttie forward—backward algorithm [51]. The computation com-
algorithm that maximizes at each stgp=¢, ¢t — 1, ..., 1 the plexity of the MMSE filter for TSTC and WSTC is almost iden-
SNR of thejth parallel channel [21]. In the case of MMSE frontical, and the PSP decoder is slightly less complex than the for-
end, the same algorithm yields a sequence of S}Rer which  ward—backward algorithm. Hence, one iteration of the TSTC
min;—=1 . /[; is maximized asymptotically, for large SNR. Asdecoder corresponds to (roughly) the same complexity of the
in classical decision feedback equalization, if the V-BLAST dewhole WSTC decoder. Fig. 12 shows that the WSTC scheme
tector is concatenated with a decoder, hard predecisions are ugeftls a clear performance advantage over TSTC with one iter-
only for the purpose of decision feedback, and soft values a#on (i.e., for the same decoder complexity), while the TSTC
fed to the decoder. scheme achieves an overall better performance if more itera-

In Fig. 11, the WER of a WSTC obtained from the 16-statafons are allowed (for this example, no improvement was ob-
binary convolutional code with ratie’2 of Table | mapped onto served for more than three TSTC decoder iterations). Interest-
QPSK andt = r» = 4 antennas is compared with the perforingly, in all our numerical experiments we observed that TSTC
mance of the scheme obtained by concatenating the same ook several decoder iterations achieves the same WER slope of
with the V-BLAST detector. Both MMSE and WMF front endsWSTC. Therefore, the gain of TSTC over WSTC is constant in
are considered. Simulations of the PSP-based decoder for tte high-SNR region (e.qg., in Fig. 12 it4s1.2 dB).

WSTC (obtained ford = 2) are in perfect agreement with Handling the Caser < t via Space-Time Block Pre-
the corresponding QUB, showing that the effect of feedbackding: Whenr < ¢, the WMF front end is not defined
decision errors is negligible for the PSP-based decoder. Téred the MMSE front end is not very effective in providing
V-BLAST performance was obtained by simulation. For coninterference mitigation. Hence, it makes sense to consider
parison, we also show the WER resulting from a genie-aidesdme form of space—time block precoding to shape the overall
V-BLAST detector with ideal feedback decisions (curves dehannel (including precoding) so that it is better suited to the
noted by “Id. F."), that is very similar to the WER achievedow-complexity decoding algorithm. We hasten to say that this
by the WSTC without the genie. This shows that the large pegeneral consideration can be applied to several situations where
formance degradation of V-BLAST with respect to the WSTGome specific signal-processing technique is used for low-com-
is due to error propagation in the decision feedback: while tipdexity suboptimal decoding (e.g., in the case of TSTC), and
PSP-based decoder is very effective in preventing such propathet a comprehensive investigation of block precoders adapted
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to some outer coding scheme for the quasi-static channel is 10°
beyond the scope of this paper. However, in this example v
provide some results based on the family of linear dispersit -1
codes (LDCs) recently proposed by Hochwald and Hassibi
[19]. An LDC precoder takes blocks 6§ modulation symbols
and maps them onto the complex 1" matrix signals 1072
=4
Q E g 3 Y
- —A— i % \ s
§=> (2,0, +2:D,) 107° | Tas sl SRy
=1 [ MMSE, LD (QUB) \L “Woo%
=+©&=" MMSE, No prec. % \';}1 kY
whereC, andD, are complex x 7" generator matrices. Then,  19=4 1 L0 P MM, Nopre. A —
8§ is transmitted column-by-column ové&t channel uses. The . PouwBPSK Noprec. Y
spectral efficiency of the system with precodingjis= 2R, _s | L =——_Pou.GLNoprec. T AN
. . . 10 A =
Wherel_z is the rate of thg quter code (in bits per symbol). LDC 10 -5 0 5 10 15 20 25
precoding shapes the originainput-output complex channel E N,
0

into a virtual2Q-input 2-7"-output real channel.
Fig. 13 compares the WER performance of some schemesggy 13.  WER of some WSTC schemes with and without LDC precoding in

the caseé = 4, r = 1, with spectral efficiency) = 1 bit/channel independent Rayleigh fading, = 4, » = 1, and spectral efficiency; =

use. The curves denoted by “MMSE, LD” refer to the concaté-2t/channel use.

nation of the WSTC obtained from the 16-states binary convo-

lutional code of ratel /2 in Table | mapped onto QPSK with

a LDC designed in [19] for the = 4, r = 1 channel, with

Q = 4 andT = 4.1 We notice that this scheme is outperformed

by the simpler WSTC obtained by using directly the 16-state:

code of ratel /4 of Table Il mapped onto BPSK, without pre-

coding (curve denoted by “MMSE, No prec.”). Moreover, the

latter scheme has almost the same performance (in the range”gJ

WER >1073) of a very simple scheme where the 16-states codr 10 e

2 Tx., cyclic

of ratel/2 of Table | mapped onto QPSK is transmitted by using - MMSEID

only one transmit antenna in a round-robin fashion ove@a)ll P ;’lMS&:}\;‘SoEsrgi QuB)
combinations of one out of four antennas, and ML decoding i wwm P MMSE-GA. No prec.
used at the receiver (curve denoted by “1 Tx, cyclic”). || == P G No pre

The disappointing results of LDC precoding in this case car 10
) : o -6 -4 2 0 2

be explained by comparing the outage probability of the pre £
coded channel with that of the originabd1 channel, showing No
a large gap even in the case of Gaussian inputs (i.e., aSSU"HBQM. WER of some WSTC schemes with and without LDC precoding in
optimal outer coding and ML decoding). independent Rayleigh fading,= 4, » = 2, and spectral efficiency = 2

Fig. 14 compares the WER performance of some schemesféi/channel use.
the case = 4, r = 2 with spectral efficiency) = 2 bits/channel
use. The curves denoted by “MMSE, LD” refers to the concate case of Gaussian inputs (i.e., assuming optimal outer coding
nation of the WSTC obtained from the 16-states binary conv@nd ML decoding) is quite small, thus, showing that the LDC
lutional code of rate /2 in Table Il mapped onto QPSK with precoder is well suited for the quasi-static channel under the
an LDC designed in [19] for the = 4, » = 2 channel, with outage probability performance criterion.
Q = 8 andT = 4. We show also results for the simpler WSTC The LDC precoders in [19], including those used in the above
obtained by using directly the 16-states code of rgté of ~examples, were designed in order to maximize the average mu-
Table Il mapped onto QPSK, without precoding (curve denotdédial information at a given SNR, and not to minimize the outage
by “MMSE, No prec.”) and for a scheme where the 16-staté$obability for a given spectral efficiency. Then, itis no surprise
code of ratel /2 of Table | mapped onto QPSK is transmitted byhat they might yield disappointing performance in some cases.
using only two transmit antennas in a round-robin fashion oveiowever, the example of Fig. 14 shows the potential interest
all (‘21) combinations of two out of four antennas, and ML deof block precoding, especially if this is used in order to enable
coding is used at the receiver (curve denoted by “2 Tx, cyclic’y low-complexity outer coding/decoding scheme, and calls for

In this case, the scheme with LDC precoding outperforms thee design of good block precoders with respect to the outage
other schemes. Again, this fact is explained by comparing thgobability criterion.
outage probability of the precoded channel with that of the orig-
inal 4 x 2 channel. These curves show that the gap between the VIIl. CONCLUSION

LDC precoded channel with respect to the original channel in o hew scheme. nicknamed “wrapped” STC, was proposed.

11The generator matrices of the LDC precoders used in these examples W-EFH-S scheme belongS. t‘? the ?Iass of generalized space—time lay-
kindly provided to us by the authors of [19]. ering schemes, and it is suited to a large number of antennas
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with low-complexity decoding, based on MMSE decision—feed- 00,11 0000,0011,1101,1110
back interference mitigation coupled with PSP-based Viterbi
decoding. We showed that any trellis code with optimal block 01,10 0111,0100,1010,1001

diversity can be turned into a WSTC with optimal rank diversity,
with the advantage that block diversity is easy to check and op-

) . o . i 11,00 1100,1111,0001,0010
timal block diversity is easily achieved by several well-known
trellis codes.

We provided a simple and accurate (quasi-)upper bound on 1001 1011,1000,0110,0101

the performance of WSTCs and an efficient method for calcu-
lating the block diversity of trellis codes, based on the multF9: 15. Original trellis (left) and supertrellis (right) corresponding te- 2
. . . . consecutive steps for the binary linear convolutional code with generators
variate weight enumerator function of the underlying compgs 7y "The transitions labels next to each state, read form left to right,
nent code. correspond to the transitions stemming from the state from top to bottom.
Finally, we considered some upper and lower bounds on

the information outage probability with discrete i.i.d. inputs, )
and we pointed out the relation between the tightness @figinal trellis, so that = 4 output symbols correspond to each

the MMSE-GA (quasi-)upper bound with the ability of thdransition of the supertrellis (no_ti(?e that the supertrellis hf_;\_s the
MMSE-PSP decoding to perform close to ML decoding. Thig@me number of states of the original trellis but more transitions,
result is still in the form of numerical evidence, and it calls foRnd in general may have parallel transitions even if the original
a deeper information-theoretic investigation. trellis has not). N .

Performance examples of the proposed scheme constructegonsider the0, 0) transition, with code symbols
from well-known binary linear convolutional codes were
provided. WSTCs compare favorably with respect to coded (c1, ¢2, ¢3,¢4) = (1, 1,1, 1)
V-BLAST and TSTC of similar complexity. In particular, we
showed that V-BLAST is prone to decision-feedback errdive assume BPSK modulation with the mapping{0, 1} —
propagation even if the detection ordering algorithm of [21j+1}). Any transition of the supertrellis with code symbols
is used, while the PSP-based decoder is almost not affectefl ¢}, c;, c,) is labeled by the monomie[f[z':1 W]!Cj*cj| t
by error propagation even for very small interleaving delagtransitions between nonconnected states are labeled by the zero
The recently proposed TSTC scheme with iterative decodingonomial). Then, we define the state variadlgs. . ., V3 cor-
yields generally better WER at the cost of larger decodingsponding to statds . .., 3, and we split staté into two states
complexity. Indeed, one iteration of the TSTC decoder hassociated to the input variable and to the output variablg,
complexity equivalent to the whole MMSE-PSP decoder faespectively. The corresponding state equation is given by
WSTC, and the TSTC scheme needs at least two iterations in

order to outperforms the WSTC scheme. Y 1 WoWsWy Wi W, WiW3W,
Furthermore, we investigated the concatenation of WST|O1 | _| W3Wy Ws WiWaWsWy Wy

with space—time block precoders, which might be useful in the> | | WiWaW,  WiWs Wy WaWs

caser < t. Through some examples based on LDCs we showed’s WiWeWs  WiWy Ws WaWy

that block precoding might yield performance improvements, X

while retaining the low-complexity decoding scheme of the " (A1)

outer WSTC. However, new block precoders specifically Vs

designed for the quasi-static channel (i.e., according to the Vs

outage probability criterion) should be investigated.

The gap between the WER of WSTCs obtained from simpféd it is obtained by letting each state/output variable equal the
convolutional codes and the information outage probability igtim over allincoming transitions of the product of the transition
dicates that more work is needed in order to design good cowgeight by the state/input variable originating the transition. The
ponent codes for the WSTC scheme. This is especially true fotltivariate weight enumerator function is finally given by
high-rate trellis codes, where the design of maximal block-di-
versity codes has been rarely addressed (see [33]). T(Wy, Wo, W3, Wy) =Y/X —1

where the term-1 eliminates the contribution of the correct

APPENDIX path, with Euclidean weight zero. This can be obtained by elim-
CALCULATION OF THE MLIJ:LTIVARIATE WEIGHT ENUMERATOR inatingV, Va, V3 from the system of linear equations (A1).
UNCTION

Generally speaking, by following the above recipe we can
For the sake of completeness, we give here an exampled¥ays put the state equations in the 2 block form

calculation of (W1, ..., W;). Further details and examples

can be found in [41], [42]. Consider the four-state binary linear Y X

convolutional codes with rate/2 and generator&s, 7) and let Vil [D C’} Vi (A2)
t = 4. Fig. 15 shows the trellis of the original code and the : |B A :

supertrellis obtained by lumping together= 2 steps of the VS._1 VSI_1
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(S denotes the number of states), whéreC, B and A are
1x1,1x(S-1),(S—1)x1,and(S—1)x (S—1) polynomial

(17]

matrices in the variabled’,, ..

., W, respectively. Then (18]

T(Wy,...,W,)=C(I -A)"'B+D-1. (A3)
In order to computd' (W, ..., W;) atW; = ¢=fi/sin’ ¢ for ~ [19]
j=1,...,t, forcalculating the union bound (21), itis compu-

tationally more convenient to substitute the arguments inside thieo]
matricesA, B, C andD and then evaluate (A3) numerically.

[21]
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