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On Low-Complexity Space–Time Coding for
Quasi-Static Channels

Giuseppe Caire, Member, IEEE,and Giulio Colavolpe, Member, IEEE

Abstract—We propose a new space–time coding scheme for the
quasi-static multiple-antenna channel with perfect channel state
information at the receiver and no channel state information at the
transmitter. In our scheme, codewords produced by a trellis en-
coder are formatted into space–time codeword arrays such that de-
coding can be implemented efficiently by minimum mean-square
error (MMSE) decision–feedback interference mitigation coupled
with Viterbi decoding, through the use of per-survivor processing.

We discuss the code design for the new scheme, and show
that finding codes with optimal diversity is much easier than
for conventional trellis space–time codes (STCs). We provide
an upper bound on the word-error rate (WER) of our scheme
which is both accurate and easy to evaluate. Then, we find upper
and lower bounds on the information outage probability with
discrete independent and identically distributed (i.i.d). inputs(as
opposed to Gaussian inputs, as in most previous works) and we
show that the MMSE front-end yields a large advantage over the
whitened matched filter (i.e., zero-forcing) front-end. Finally, we
provide a comprehensive performance/complexity comparison
of our scheme with codedvertical Bell Labs layered space–time
(V-BLAST) architectureand with the recently proposedthreaded
space–time codes. We also discuss the concatenation of our scheme
with block space–time precoders, such as thelinear dispersion
codes.

Index Terms—Multiple-antenna systems, per-survivor pro-
cessing, space–time coding.

I. INTRODUCTION

I N recent years, transmission schemes based on multiple an-
tennas have attracted much attention as a viable solution to

increase spectral efficiency and performance of wireless chan-
nels.

Roughly speaking, works on multiple antennas can be
classified according to the assumptions on the channel state
information (CSI) available at the transmitter and at the re-
ceiver. Theergodic capacity [1] of a frequency-nonselective
channel with transmit and receive antennas and independent
Rayleigh fading, no transmitter CSI and perfect receiver
CSI has been calculated by Telatar in [2]. In this case, the
capacity for high signal-to-noise ratio (SNR) is given by

SNR bit per channel use. The
ergodic capacity with perfect CSI both at the transmitter and
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at the receiver has the same high-SNR behavior [3]. The
information outage probability [1] (related to the nonergodic,
or “outage” capacity) with no transmitter CSI and perfect
receiver CSI has been investigated numerically in [2] and in
[4]. Transmit strategies minimizing the information outage
probability with perfect CSI both at the transmitter and at the
receiver have been considered in [5].

Other works assume perfect receiver CSI and partial trans-
mitter CSI [6], frequency-selective fading, and a combination
of multiple antennas and orthogonal frequency-division multi-
plexing (OFDM) [7], and large-system limits of physical scat-
tering models, without any assumption of independent Rayleigh
fading, based on large random matrix theory [8].

A different model for time-varying fading channels has
been introduced by Hochwald and Marzetta in [9]. They
considered a block-fading channel constant forconsecutive
channel uses and independent from block to block, where
both transmitter and receiver have no CSI. Tse and Zheng [10]
have shown that the high-SNR capacity of such a channel is

SNR , where .
They also show that the capacity is maximized by using no
more than transmit antennas. In particular, having
antennas does not improve the high-SNR capacity behavior. In
[10], [11] it is shown that the same high-SNR capacity behavior
can be achieved by a “naive” scheme that allocatesinput
dimensions to channel estimation (e.g., by explicitly sending
training symbols), and by a mismatched receiver that treats
the training-based estimated channel as if it were the actual
channel.

When the code block length is much larger than ,
and the channel coherence interval is , one codeword
spans a single channel realization. Then, we are in the presence
of acompoundchannel, i.e., a collection of channels indexed by
the different realizations of the channel matrix. In this case,
the (nonergodic) capacity and information outage probability of
the channel with or without CSI at the receiver coincide, since
the channel matrix process isstrongly singular[1].

In practice, the assumption of perfect CSI at the receiver holds
approximately when the channel varies very slowly with respect
to the duration of a codeword (quasi-static assumption). This is a
realistic assumption in situations where the mobility of wireless
terminals is limited or absent (e.g., indoor wireless local-area
networks, wireless local loops). On the contrary, the assump-
tion of perfect CSI at the transmitter holds only if a delay-free
error-free feedback link from receiver to transmitter exists, or if
time-division duplexing is used [12], where each end can esti-
mate the channel from the incoming signal in the reverse di-
rection. Motivated by the above considerations, we conclude
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that assuming perfect CSI at the receiver and no CSI at the
transmitter is reasonable and can be applied in several prac-
tical settings for which and where feed-
back or time-division duplexing cannot be exploited. The results
based on this assumption can be effectively approached in the
high-SNR region by the naive scheme based on explicit training.
Without further questioning the validity of this model, we adopt
it as our starting point.

Coding schemes for the quasi-static multiple-antenna
channel with perfect receiver CSI have been proposed in
several works (see, for example, [13]–[19]). Recently, a general
framework for space–time coding referenced to asgeneral-
ized space–time layeringwas identified as follows [20]: a
space–time encoder is formed by encoders, producing
independent codewords, and by a space–time “formatter” that
maps these codewords into a single codeword matrix.
On the receiver side, since joint maximum-likelihood (ML)
decoding of the codewords might be too complex, some
suboptimal low-complexity method combining decoding and
signal processing is applied. The layered space–time known as
diagonal Bell Labs space–time (D-BLAST) and vertical Bell
Labs space–time (V-BLAST) [14], [21] belong to this class.
Driven by this general framework, [20] proposed a scheme
referenced to asthreaded space–time coding(TSTC), suited
to iterative decoding based on soft interference cancellation
and linear minimum mean-square error (MMSE) interference
mitigation at each iteration stage. Guidelines for the design of
the TSTC component codes were given and the performance
of the overall iterative decoder was studied by Monte Carlo
simulation.

In this paper, we propose a new scheme nicknamedwrapped
space–time coding(WSTC) which is also a particular instance
of the generalized space–time layering framework of [20].1 For
this scheme, we propose a low-complexity suboptimal decoder
combining decision-feedback equalization andper-survivor
processing(PSP) [22]. More precisely, our decoding scheme is
reminiscent of the “nulling and canceling” procedure proposed
for V-BLAST [21], but interference is canceled by using the
predecisions on the survivor history of the Viterbi decoder. It
follows that our decoder does not suffer from decision feedback
errors, and its complexity is equivalent to one iteration of
the TSTC decoder. Interestingly, our scheme can be seen as
the concatenation of trellis coding with delay diversity and
the corresponding low-complexity decoder can be seen as
a reduced-state sequence estimator [23]–[25] applied to the
trellis of the augmented code, including the memory due to
delay diversity as part of the encoder.

We discuss code design for WSTC, and show that finding
codes with optimal diversity is actually much easier than for
conventional trellis space–time codes (STCs). Namely, in
many cases, the maximum possible diversity is achieved by
well-known trellis codes. We provide a semianalytic upper
bound on the word-error rate (WER) of our scheme that pre-
dicts accurately the simulation results and it is easy to evaluate

1At the time of the first submission of this work, [20] was still unpublished
and we developed our scheme independently of the framework of [20]. However,
following a comment by one of the anonymous reviewers, we found indeed
useful to make explicit reference to [20].

(at least for geometrically uniform codes). Then, in order to
gain insight regarding the behavior of the WER, we find upper
and lower bounds on the information outage probability with
discrete independent and identically distributed (i.i.d.) inputs.
Finally, we provide numerical examples illustrating some in-
teresting facts about the proposed scheme. We compare WSTC
with coded V-BLAST [21], that is also based on decision–feed-
back interference cancellation but it does not exploit PSP, and
we show that the latter suffers from severe error propagation
in the feedback decisions while the proposed scheme does
not. We provide some comparisons with the TSTC scheme of
[20], and we show that WSTC outperforms TSTC for the same
decoder complexity (one decoder iteration), but it is generally
outperformed by TSTC for more than one decoder iteration,
i.e., at the cost of higher decoder complexity. Finally, for the
case , we discuss through some examples the opportunity
of concatenating WSTCs with space–time block precoders
such as the recently proposedlinear dispersion codes[19].

The paper is organized as follows: in Section II, we introduce
the WSTC scheme, in the general framework of [20]. In Sec-
tion III, we describe the PSP-based low-complexity decoding
scheme. In Section IV, we discuss the code design for WSTC
and in Section V, we present the semianalytic bound on the
WER. In Section VI, we present results on the outage proba-
bility with discrete inputs and in Section VII, we show some
numerical results. Conclusions are summarized in Section VIII.

II. CODING FOR THEQUASI-STATIC MULTIPLE-ANTENNA

CHANNEL

The channel model with transmitting and receiving an-
tennas considered in this paper is defined by [13], [26], [4], [2]

(1)

where is the vector of modulation symbols transmitted
in parallel at time by the transmit antennas, denotes
a complex modulation signal set with unit average energy,

is the noise vector , is the corresponding
vector of received signal samples at the output of the receiving
antennas, is the channel matrix, andis the average
SNR per transmit antenna. The channel matrix is normalized
such that , so that the average received
SNR per receiving antenna is given by.

As anticipated in the Introduction, we consider the case where
is random but constant over channel uses,

and we assume that the receiver knowsperfectly, while the
transmitter has no knowledge of.

An STC for the above channel is a set of
complex matrices (codewords). Codeword matrices

are transmitted by columns, in consecutive
channel uses. The STC spectral efficiency is given by

bits per channel use. By definition, the information
bit energy over noise power spectral density ratio is given by

.

A. Generalized Space–Time Layering

In [13], Tarokhet al. found criteria for STC design. They
considered the pairwise-error probability (PEP) with ML de-
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coding and, in the case of Rayleigh/Rician fading coefficients,
they showed that the PEP averaged with respect
to is upper-bounded as

where is a factor that depends on the codeword difference ma-
trix and the statistics of the channel matrix, but it
is independent of , and where is the rank of . Driven by the
above bound, they indicated the maximization of the minimum
rank over all distinct as the most important criterion
for STC design. For brevity, we shall refer to the minimum rank
over all distinct codeword pairs as therank diversityof the code.

For large , STCs can be constructed from trellis codes [27]
with trellis termination. Examples of such schemes are given in
[13], [16]–[18]. Namely, consider a trellis codeover of rate

bits per symbol, where each trellis step corresponds
to information (input) bits and code (output) symbols, and
the subcode of all leaving a given trellis state and
merging into a given trellis state after trellis steps. Then,
a trellis STC can be obtained by formatting the codewordsas

matrices, i.e., by transmitting thesymbols produced by
the trellis encoder at each trellis step in parallel on thetransmit
antennas. The resulting spectral efficiency is given by bits
per channel use.2

The difficulty in constructing these codes is that the rank di-
versity is hard to evaluate and it is not easily related to the al-
gebraic properties of the underlying trellis code. In [26], for
the class of binary and quaternary trellis codes overand
mapped onto binary phase-shift keying (BPSK) and quaternary
phase-shift keying (QPSK), respectively, a condition on the un-
derlying algebraic codes referred to as thebinary-rankcriterion
is shown to imply the rank diversity of the resulting STC
and it is used to construct STCs with full rank diversity (i.e.,
with ). The binary-rank criterion is much easier to check
than the rank diversity and yields some explicit general alge-
braic constructions.

ML decoding for trellis STCs can be implemented by the
Viterbi algorithm applied to the trellis of the underlying trellis
code. However, for a fixed code rate and rank diversity ,
the decoder complexity grows exponentially with the number of
transmit antennas. In fact, from [13, Lemma 3.3.2] we know
that the trellis complexity is lower-bounded by . Be-
cause of the difficulty of code design (with the exception of con-
structions given in [26]) and because of decoding complexity,
trellis STCs are practically restricted to small.

In order to handle a large number of antennas with
moderate complexity, a generalized space–time layering
approach is presented in [20]. In this framework, the space–
time encoder is formed by component encoders for
codes over and by a space–time formatter

The encoders generate indepen-
dent codewords . Then, the codeword
matrix is obtained by formatting the
coded symbols as elements of, possibly including some zero
symbols.

2For simplicity, we ignore the rate decrease due to trellis termination since it
becomes negligible forN much larger than the trellis encoder memory.

Although ML joint decoding of the codewords might be
too complex, this approach lends itself to the following “di-
vide-and-conquer” strategy for code design and decoder im-
plementation: 1) the formatter is chosen in order to facilitate
some low-complexity suboptimal decoding scheme based on in-
dividual decoding of the component codes and on mitigation of
the mutual interference between the component codewords; 2)
the component codes are designed under the assumption that
mutual interference between their codewords is actually absent.

The layered space–time architectures known as D-BLAST
[14] and V-BLAST [21]3 and the TSTC scheme of [20] are par-
ticular instances of the above approach. Generalized space–time
layering yields schemes suited to a large number of antennas.
For example, the decoders of D- and V-BLAST and TSTC have
complexity . For the sake of space limitation, and since
these schemes are well known and remarkably well summarized
in [20], we shall use them as a term of comparison throughout
the rest of the paper, without getting into too many details.

B. “Wrapped” Space–Time Codes (STCs)

The proposed scheme is also a particular instance of the
framework of [20]. We motivate our scheme starting from
D-BLAST [14]. Fig. 1 shows the D-BLAST formatting for
parameters , , with component codewords
of length and interleaving delay . The low-com-
plexity decoder for D-BLAST consists of a linear front-end
followed by decision–feedback interference cancellation [14].
The linear front-end is defined by the matrix and
produces the sequence of received vectors

Then, each codeword is individually decoded by taking as
observable the sequence of samples

(2)

where the one-to-one index mapping is de-
fined by the formatter , is the th element of , is
the th element of the feedback filter matrix ,
and is the decision about the th symbol of . From
Fig. 1, we observe that the elements for
correspond to either zeros (for which no decision is needed)
or to symbols belonging to codewords with .
Therefore, by decoding the component codewords in the order

, the decisions needed in (2) are provided by
already decoded codewords.

In the original D-BLAST scheme of [14], the length of each
component codeword is . For a given , a large delay
is needed in order to have long codewords. If interleaving delay
is an issue, the D-BLAST scheme is forced to work with short
component code block length . This might pose a serious
problem for using trellis codes with a large number of states. In
fact, the code memory might not be negligible with respect to
thus, yielding a nonnegligible rate loss due to trellis termination.

3See also [28], where a comparison between “horizontal” and “diagonal” lay-
ered schemes is presented.
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Fig. 1. D-BLAST formatting witht = 4, d = 6, N = 24, andM = 3. The entries in the above array indicate the index of the symbols in the component
codewords.

Fig. 2. WSTC formatting witht = 4, d = 2, andN = 72. The entries in the above array indicate the index of the symbols in the component codeword.

For this reason, we propose a scheme that keeps the simplicity
of decision–feedback interference mitigation while allowing for
arbitrarily long component codewords and small interleaving
delay. In the proposed scheme, a single encoder for the compo-
nent code over produces a codewordof length . This
codeword is diagonally interleaved in order to form the
codeword matrix , with . The
formatter is defined by

if

otherwise
(3)

for and , where

(4)

The codeword matrix is filled by wrapping the codeword
around the matrix diagonals, as illustrated by Fig. 2. For

this reason, this scheme is referred to aswrappedspace–time
coding (WSTC). In this way, the interleaving delaybecomes
a free parameter, independent of the component codeword
block length .

As a limiting case, the interleaving delay may be also
, i.e., a vertical interleaver may be used. For consistence with

the case , where code symbols with a lower index take

the lower positions in each column of the codeword matrix
(see Fig. 2), the space–time formatter for is defined by
replacing (3) by

(5)

Remark 1: When is a trellis code of rate , the cor-
responding WSTC with coincides with a standard trellis
STC. For , the corresponding WSTC can be seen as the
concatenation of the trellis codewith delay diversity [29], as
shown in Fig. 3. Based on this observation, the ML decoder for
the WSTC is easily obtained by applying the Viterbi algorithm
on the trellis of theaugmented encoder, i.e., the encoder ob-
tained by including the memory due to delay diversity. However,
for large product , the complexity of ML decoding might be
too large for practical applications.

Remark 2: Because of the lower and upper triangles of zero
symbols in the codeword matrix defined by (3), there is an in-
herent rate loss of . This is negligible if .
Moreover, if the transmission of a long sequence of codewords is
envisaged, the codeword matrices can be concatenated in order
to fill the leading and tailing triangles of zeros, so that no rate
loss is incurred.
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Fig. 3. WSTC seen as the concatenation of trellis coding and delay diversity.

III. L OW-COMPLEXITY DECODING OFWSTC

In the case where is a trellis code, we propose a
low-complexity suboptimal decoder obtained by combining
decision–feedback interference cancellation with the Viterbi
algorithm. The decoder works on the trellis of the component
code (i.e., it neglects the state expansion due to delay
diversity) and takes as observable the sequence of samples

(6)

where and are defined as in (2) and and
are the unique integers for which .

From the index mapping (4) (or (5) for ), we see that
the elements , for , correspond to either
zeros (for which no decision is needed) or to symbols ofwith
index ( for ). These decisions
are found in the Viterbi decoder survivor history, according to
standard PSP [22].

As an example, consider the case . The delay for de-
cision necessary to compute the observable for symbol

is given by . If
is larger than the Viterbi decoding delay (typically five or six
times the code constraint length [30]), the corresponding deci-
sions are reliably obtained from the Viterbi decoder output. If

is not large enough, the correspondingtenta-
tive decisions are obtained separately for each trellis state
of the Viterbi algorithm from the survivor path ending in that
state. In this way, if the correct path is among the survivors, at
least a subset of the paths are extended by the Viterbi algorithm
with the correct feedback decisions.

Choice of the Linear Front-End Filter:For the sake of sim-
plicity, the decoder treats the sequenceas if it were produced
by thevirtual scalar-input additive-noise channel

(7)

where is assumed i.i.d. and, from (4) or (5), we
have that

for

for

( denotes a modulooperation). The SNR of the above
channel is given by

(8)

where is the th column of the front-end filter . Because of
diagonal interleaving, the codewordis cyclically interleaved
over virtual additive white Gaussian noise (AWGN) channels
with SNRs , so that exactly symbols are as-
signed to each channel. Notice that (8) is the true SNR of
channel if decisions in (6) are correct, i.e., if the contribution of
past symbols is canceled out exactly. Moreover, the noise sam-
ples are not Gaussian and not independent, in general. How-
ever, provided that these assumptions hold, this scheme decom-
poses the channel (1) intoparallel channels with cyclic inter-
leaving, as illustrated in Fig. 4.

Given the analogy between this scheme and decision-feed-
back equalization of intersymbol interference (ISI) channels,
standard choices for the front-end filter matrixare also in-
spired by equalization [31]. These are as follows.

1) Thewhitened matched filter(WMF), , where
is the “QR” decomposition [32] of the channel matrix

, has orthonormal columns and is
upper triangular.4

2) Theunbiased MMSE filter, whose th column is given by

where satisfies the unbiasness constraint

and where denotes the th column of .

The resulting PSP-based low-complexity decoders for WSTCs
will be briefly denoted by WMF-PSP and by MMSE-PSP de-
coders, depending on the linear front end employed.

The WMF exists only if has rank . Subject to mild as-
sumptions on the statistics of, this condition holds with prob-
ability if and only if . With the WMF, the th-channel
SNR is given by and the additive noise is exactly
Gaussian i.i.d. (subject to the assumption of perfect feedback
decisions).

The unbiased MMSE filter is always defined (for anyand
and all finite ) and the th-channel SNR is given by

(9)

The additive noise in (7) is neither Gaussian nor i.i.d. (even as-
suming perfect feedback decisions).

IV. CODE DESIGN FORWSTC

Assuming that the parallel channel model with cyclic inter-
leaving (7) holds, the PEP between two codewords for
given channel SNRs is given by

(10)

4We notice here that the WMF corresponds to the front end of the “nulling
and canceling” scheme proposed for the detection of V-BLAST [21], and it is
analogous to the forward filter of the zero-forcing decision-feedback equalizer
for ISI channels [31].
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Fig. 4. Parallel channel model with cyclic interleaving originated by the PSP-based decoding of WSTCs subject to the assumption of perfect feedback decisions.

where

is the Gaussian tail function and having defined thesquared
euclidean weight(SEW) as

(11)

(the correspondence between symbols ofand and symbols
of and is given by (3)).

A sensible criterion for the design of the component code
is to maximize the codeblock diversity , defined by

(12)

that is, to maximize the minimum number of nonzero rows in
the matrix difference for each pair of distinct
codewords matrices . The block-diversity crite-
rion has been investigated in [33]–[35] for the design of trellis
codes for cyclic interleaving and/or periodic puncturing.

The relationship between the rank diversity of a WSTC and
the block diversity of its component code is given by the fol-
lowing.

Proposition 1: Consider a code over of rate bits per
symbol and block diversity. Then, the rank diversity of the
corresponding WSTC satisfies

(13)

Moreover, there exist values offor which .
Proof: Consider a pair of distinct codewords ,

the corresponding matrices and , and
the difference matrix . The rank of cannot be
larger than the number of nonzero rows of, therefore

. The WSTC can be seen as a block code of lengthover
the extended alphabet , where each row of is a symbol.
The block-diversity is the minimum Hamming distance of this
block code. By applying the Singleton bound [36], we obtain

which implies the second inequality in (13).5

In order to prove the second statement of the proposition, con-
sider pairs of distinct codewords and write their differ-
ence by columns, as a array . If has
for all pairs , then the statement is satisfied for . Oth-
erwise, for each , the difference matrix is obtained by
appending to the right of each row of a tail of zeros
and by shifting to the right eachth row by positions.
Let denote the set of the indexes of nonzero
rows of and for each row let and denote the
number of leading and tailing zeros. Now, let

(14)

where we define

and

By construction, it is immediate to check that the resulting
is either upper triangular or lower triangular and has rank equal
to . By taking to be the maximum of (14) over all distinct

we obtain that has rank diversity .

Remark 3: When the component code is a linear trellis
code over or mapped onto BPSK or QPSK, respectively,

5This upper bound on the block diversity has been found in [37] and, inde-
pendently, in [34].
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TABLE I
BLOCK DIVERSITY FOR SOME WELL-KNOWN RATE-1=2 BINARY

CONVOLUTIONAL CODES[38] MAPPEDONTO BPSKAND QPSK (WITH GRAY

LABELING). THE CASESACHIEVING THE BOUND (13) ARE DENOTED IN BOLD.
CODE GENERATORSARE EXPRESSED INOCTAL NOTATION [38]

the observation in Remark 1 can be exploited in order to
compute the rank diversity of the resulting WSTC via the
binary-rank criterion. For example, consider the binary code
with generators (octal notation [38]) mapped onto
BPSK. The WSTC for antennas has rank
diversity for all . In fact, the augmented generator
matrix obtained by including delay diversity as part of the
encoder (see Fig. 3) is given by

(15)

By writing as a matrix of binary coefficients
(see [26]), it is immediate to check that the resulting matrix has
rank over the binary field for all .

Remark 4: From [13, Theorem 3.3.1], we know that for any
STC over with transmit antennas and spectral efficiency

the rank diversity satisfies

(16)

Since this is the same upper bound on block diversity given in
Proposition 1, we conclude that the wrapping construction in-
curs no loss of optimality in terms of rank diversity (for an ap-
propriate choice of the delay). As a matter of fact, while it is
difficult to construct codes with rank diversity equal to the upper
bound (16), it is very easy to find trellis codes for which the
upper bound (13) on is met with equality, for several coding
rates and values of. Examples of these codes are tabulated in
[33], [35]. Therefore, the wrapping construction is a powerful
tool to construct STCs with optimal rank diversity.

Remark 5: From [13, Lemma 3.3.1], we know that a trellis
STC with rank diversity must have constraint length .
This constraint applies to WSTCs as well, when we consider
the constraint length of the augmented encoder including delay
diversity.

On the other hand, the proposed low-complexity decoder
works on the trellis of the component code.6 Therefore, it is
not a priori clear if WSTCs, even if optimal from the rank-di-
versity point of view, are going to pay a large penalty when
low-complexity decoding is used instead of ML decoding. In
the next sections, we shall see that the penalty incurred by

6Again, we stress the analogy of the problem at hand with the case of trellis
coding over afinite-memoryISI channel, where the optimal ML decoder re-
quires a number of states generally larger than that of the code alone.

TABLE II
BLOCK DIVERSITY FOR SOME WELL-KNOWN RATE-1=4 BINARY

CONVOLUTIONAL CODES[38] MAPPEDONTO BPSKAND QPSK (WITH GRAY

LABELING). THE CASESACHIEVING THE BOUND (13) ARE DENOTED IN BOLD.
CODE GENERATORSARE EXPRESSED INOCTAL NOTATION [38]

Fig. 5. WER of the WSTCs constructed from the convolutional codes with
generators(5; 7; 7; 7) and(25; 27; 33; 37)mapped onto BPSK, independent
Rayleigh fading,t = r = 4.

MMSE-PSP decoding with sufficiently large interleaving delay
may be either negligible or significant, depending on the

code spectral efficiency. On the contrary, the penalty incurred
by WMF-PSP decoding is significant for alland all spectral
efficiencies.

Remark 6: In [39], a computationally efficient trellis-based
algorithm for computing the block diversity of trellis codes with
cyclic interleaving is given. In Section V, we give another com-
putationally efficient method for calculating the block diversity.
By using this method, we computed the block diversity for the
binary codes of rate and tabulated in [38] and mapped
onto BPSK and QPSK (with Gray labeling), for different values
of . Some of these results are reported in Tables I and II. We ob-
serve that several codes achieve maximum block diversity and,
therefore, are good candidates for WSTC.

Example 1: Fig. 5 shows the WER for WTSCs
obtained from the binary convolutional codewith generators

mapped onto BPSK and transmitted over a channel
with , with interleaving delay . The
channel matrix has i.i.d. elements (independent
Rayleigh fading) and each transmitted codeword corresponds
to frames of 128 information bits.7

7All the numerical examples of this paper are obtained with independent
Rayleigh fading and frames of 128 information bits. For the sake of brevity,
we shall omit explicit mention of these parameters in the following.
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The WER curves for and with ML decoding and for
and with MMSE-PSP decoding are shown. It can be

easily checked that for the resulting WSTC has ,
whereas for it achieves (see Remark 3). Hence,

would be sufficient to achieve the best possible WER
curve slope under ML decoding. However, the resulting ML de-
coder must work on the 32-state trellis of the augmented code
including delay diversity, with generator matrix given in (15).

Interestingly, the MMSE-PSP decoder achieves a very sim-
ilar performance by working on the four-state trellis of the un-
derlying component code. However, this is obtained with delay

generally larger than the minimum required to have
. This fact is due to the effect of feedback decision errors

in the reduced-complexity decoder. The MMSE-PSP decoder
with performs very close to the solid curve denoted
by “QUB,” which corresponds to the semianalyticquasi-upper
bound(QUB) obtained in Section V by assuming perfect feed-
back decisions. It is also worthwhile noticing that, in all numer-
ical experiments made, we found that small values ofsuffice
to achieve the best WER slope (e.g., in this case instead
of is needed).

Fig. 5 shows also the WER of the WSTC based on the 16-state
binary convolutional code with generators
mapped onto BPSK. The WER curve for with ML
decoding, for with MMSE-PSP decoding and the QUB
assuming perfect feedback decisions are shown. From the
binary-rank criterion [26] it is immediate to see that such
WSTC scheme achieves rank diversity for all . In
this case, expanding the code state space by delay diversity and
using the low-complexity MMSE-PSP decoder is meaningless,
since the component code achieves the optimal rank diversity
already for and the corresponding ML decoder has the
same trellis complexity as the MMSE-PSP decoder. However,
it is interesting to notice that, also in this case, the PSP-based
decoder achieves almost the same performance as the ML
decoder.

V. WORD-ERRORRATE (WER) ANALYSIS

In this section, we derive a union upper bound on the av-
erage WER of a code over with block length cycli-
cally interleaved over parallel AWGN channels with random
(but constant over each codeword) SNRs . Given the
parallel channel decomposition (7), this method provides also a
trueupper bound for the WSTC with WMF-PSP de-
coding, subject to the assumption of perfect feedback decisions.
For MMSE-PSP decoding, the parallel AWGN channel model
does not hold exactly even assuming perfect feedback decisions,
since the noise is neither Gaussian nor independent. Neverthe-
less, numerical results show that the method generally provides
an upper bound also for MMSE-PSP decoding. For this reason,
in the following it will be referred to as QUB.

For simplicity, we assume that is geometrically uniform
[40], so that we can take any codeword as the reference
codeword. Consider the conditional PEP
given in (10). By using the union bound we get

(17)

We are mainly interested in the case whereis a trellis code with
trellis termination. A pairwise error event is said to be
simpleif the trellis paths corresponding to codewordsand
split at a certain step , merge at step ,
coincide for all steps and , and remain separated
for . If a pairwise error event is not simple, it is
said to be composite. We have the following.

Lemma 1: For any arbitrary , the right-hand side
(RHS) of (17) remains an upper bound on the conditional WER
if the sum is restricted to simple error events.

Proof: We have to prove that if is not simple,
then it can be eliminated from the union bound without changing
the inequality relation. Consider the difference sequence

(represented as a column vector), and let

be an diagonal matrix containing the channel ampli-
tudes repeated periodically times (by def-
inition, is an integer multiple of). Assume that is
composite. Then, there exist two codewords,and , such that

and for all , where
and . This is because the path corresponding to
a composite event can always be formed by the concatenation
of two paths, which differ from the reference path on disjoint
supports. Therefore, the nonzero elements inand are in
different positions and the vectors and are orthogonal
for any diagonal matrix . Let be the received signal corre-
sponding to the transmission of, i.e., , where is
the AWGN vector. The pairwise error regions corresponding to
the events , , and are given by the
inequalities

(18)

The error event can be removed from the union bound
if . In order to show this, assume that

. Then

By summing the above two inequalities and by recalling the
orthogonality property of and , we get

i.e., , which contradicts the assumption.

Next, we find a method to enumerate all simple error events.
We can represent the codeover a supertrellis, obtained by
lumping together trellis steps of the original trellis, so that each
step of the supertrellis corresponds toconsecutive steps of
the original trellis, and each step of the supertrellis hasoutput
symbols. For example, if is a trellis code of rate bits per
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symbol, i.e., one transition of the original trellis corresponds to
output symbols, then (where, for simplicity, we assume
that divides ). The length of the terminated supertrellis is

steps.
Let denote the number of simple error events of

length in the supertrellis (the length is measured in su-
pertrellis steps) with SEWs starting at step. Then,
the total number of simple error events of lengthand SEWs

is equal to . By restricting
the sum in (17) to simple error events and by using (10) we have

(19)

having defined the code multivariate weight enumerator func-
tion [41], [42]

(20)

and used in of (19) thepreferredintegral expression of the
Gaussian tail function [43]

The multivariate weight enumerator function counts all the
simple error events starting at stepand ending after steps
of the supertrellis, for all possible lengths (notice
that in order to make the computation easier we extend the
sum also to lengths ). A detailed example of the
computation of is given in the Appendix.

In order to obtain the average WER, where expectation is
done with respect to the joint statistics of the channel SNRs

(they need not be independent), we cannot average
term-by-term the weight enumerator. In fact, the parallel chan-
nels with cyclic interleaving and random SNRs belong to the
class of block-fading channels, for which the union bound av-
eraged with respect to the fading statistics may be very loose or
even not converge at all (see [34]). Then, since the conditional
WER cannot be larger than, we follow the approach of [34]
and obtain the final bound on the average WER as

(21)

where the expectation is with respect to the joint statistics of
. For small and if the joint pdf of is

known, the above expectation can be calculated by numerical
integration methods (as in [34]). Ifis large or if the joint sta-
tistics of is not known explicitly, the bound (21) can

be evaluated by Monte Carlo averaging over a large number
of realizations of the channel SNRs. In particular, if (21) is
used as an upper bound on the WER of the WSTC scheme

, the Monte Carlo average is obtained by generating
a large number of channel matrices and by calculating the
corresponding SNRs either via the QR decomposition (in the
case of WMF-PSP decoding) or by using (9) (in the case of
MMSE-PSP decoding). In this way, the method can be applied
to any arbitrary channel statistics (for example,can be gener-
ated by ray-tracing software in order to model a particular scat-
tering environment [3]).

Remark 7: The integral with respect to can be efficiently
computed by using Gauss–Chebychev quadrature rules. In fact,
by letting

we can write

(22)

where the last equality follows by noticing that . Then,
for an -nodes quadrature rule only evaluations of
the integrand function are needed. Numerical experiments in
Section VII show that very good accuracy is obtained already
for .

Remark 8: In [23], [24], [44], an analysis of the bit-error
probability of reduced-state sequence estimation for coded ISI
channels based on union-bounding techniques is presented.
There, the main problem is to characterize the effect that wrong
decisions in the survivors have on the current branch metric:
clearly, wrong symbols on the survivor terminating in a given
state affect the decision metrics of all paths stemming from that
state.

We can provide an intuitive explanation of why this problem
basically disappears in the analysis of the WER of PSP-based
low-complexity decoding of WSTCs with sufficiently large in-
terleaving delay . Consider the situation depicted in Fig. 6 and
the decision–feedback interference cancellation given in (6).
There are two types of possible wrong decisions in any sur-
vivor: errors due to the unmerged section of the survivors and
errors due to a past error event, occurred to the left of the sur-
vivors merge point (see Fig. 6). Decisions in (6) have delay

for . If the survivors always
merge at delay smaller than , only errors due to past error
events affect the metric updating and the WER of the PSP-based
decoder is equivalent to a genie-aided decoder with perfect feed-
back decisions. In fact, if , a codeword error al-
ready occurred for both the PSP-based and for the genie-aided
decoders, while if . the two decoders have the same
branch metric for the th symbol. In other words, the error



CAIRE AND COLAVOLPE: ON LOW-COMPLEXITY SPACE–TIME CODING FOR QUASI-STATIC CHANNELS 1409

Fig. 6. Sketch representation of the trellis in the PSP-based decoder. Paths are
extended from left to right and only survivors are shown.

propagation due to nonperfect feedback decisions has no influ-
ence on the WER, provided that is so large that the prob-
ability of path merge at delay is very high. Notice that
for large , a large interleaving delayis not needed to meet this
condition.

On the contrary, in the case of reduced-state sequence esti-
mation for ISI channels, errors are mostly due to unmerged sur-
vivors because of the time causality of the ISI channel. For this
reason, the WER performance of WSTCs with PSP-based de-
coding can be predicted very well by the QUB (21) while ne-
glecting feedback decision errors in the ISI setting yields overly
optimistic results [23], [24], [44].

A Method for Calculating the Block Diversity:A simple al-
gebraic method to calculate the block diversity of a codewith
periodic interleaving overparallel channels is given by the fol-
lowing.

Lemma 2: The block diversity of a code cyclically
interleaved over channels is equal to if and only if

for all vectors
with Hamming weight less than and there exists one vector

with Hamming weight for which
.

Proof: Consider the parallel-channel model with cyclic
interleaving (7) and Fig. 4. Let some of the SNRsbe equal
to and others to . If all codewords of are distinguish-
able after transmission over this parallel on–off channels, then

. Otherwise, .
Following the same steps yielding (19), we obtain a Chernoff
union bound [30] on the WER as

(23)

The Chernoff union bound is asymptotically tight for large
SNR. Then, we conclude that the function
is zero if and obviously it is positive if

. Finally, we notice that letting be or
is equivalent to letting be equal to or , respectively.

VI. M UTUAL INFORMATION AND OUTAGE PROBABILITY

Under the quasi-static regime, in the limit for large block
length , the best possible achievable WER of the multiple-an-
tenna channel (1) is given by theinformation outage probability
[1], defined by

(24)

where denotes theinstantaneousmutual information
between the input , uniformly distributed over , and the
output for a given channel matrix , given by

(25)

( denotes expectation with respect to and
).

The computation of for a given finite signal set is
a very demanding task for large. In fact, (25) does not admit
a simple closed form and requires the evaluation of a-dimen-
sional complex integral. Moreover, the integrand function re-
quires the evaluation of the quadratic form

in the possible values of the difference vector
. Hence, finding upper and lower bounds on is es-

sential for evaluating the limit performance of STC under the
quasi-static regime.

Given the analogy between this problem and the ISI channel
with i.i.d. discrete inputs, we shall make use of the bounds de-
rived in [31]. A simple upper bound on is obtained by
assuming Gaussian i.i.d. inputs with the same average input con-
straint. We have [4], [2]

(26)

Other upper and lower bounds can be derived by considering the
parallel channels (7) for appropriate choice of the SNRs. In
general, the instantaneous mutual information of theAWGN
parallel channels with inputs independent and uniform over
is given by

(27)

where . Thematched-filter bound[31] is obtained
by neglecting the mutual interference of thetransmit antennas.
We have

(28)

A class of lower bounds can be obtained from the chain rule of
mutual information as follows [31]. For given and any
matrix for which we can write

(29)

where the coefficients are defined as in (2) and (6). The
inequality holds with equality if is information lossless.
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In particular, for given by the WMF (when it exists) or by
the MMSE filter defined in Section III equality holds. The in-
equality holds with equality if is the MMSE filter and the
input is a Gaussian white vector [45].8 The th term in the
sum of the last line of (29) is the mutual information of theth
parallel channel in (7). If is the WMF, we get the lower bound

(30)

If is the MMSE filter, the noise in (7) is not Gaussian since
the ’s are discrete and (27) is not directly applicable. How-
ever, experimental results and some analytical arguments pro-
vided in [46] and in an asymptotic form in [47] show that the
residual interference plus noise at the output of the MMSE filter
is very close to Gaussian, even if the interfering symbols have a
discrete distribution. In [31], experimental evidence shows that
by making a Gaussian approximation (GA) of the MMSE filter
output (referred to as MMSE-GA in the following) the resulting
mutual information is a lower bound on the true mutual infor-
mation (in [31] this is referred to asconjectured lower bound).
Motivated by these arguments, we can write

where is given in (9) and means that inequality is conjec-
tured.

Upper and lower bounds on yield lower and upper
bounds on , respectively. Figs. 7 and 8 show the outage
probability bounds versus for , BPSK
modulation, and independent Rayleigh fading, with 2 and
3 bits/channel use, respectively. The curves are obtained by
Monte Carlo simulation over several independent generations
of the channel matrix . In the figure legend, “GI” denotes
Gaussian inputs, “MFB,” “WMF,” and “MMSE-GA” denote
the matched filter, the WMF, and the MMSE-GA bounds for
BPSK inputs, respectively, and the points corresponding to the
exact outage probability with BPSK are labeled by “BPSK.”

For small spectral efficiency (e.g., Fig. 7), the MMSE-GA
(conjectured) upper bound is very close to the true outage prob-
ability, while for larger (e.g., Fig. 8) it becomes looser. Re-
markably, in these examples the matched-filter bound provides
a lower bound tighter than Gaussian inputs. The gap between
Gaussian and BPSK inputs increases withand, for all values
of , the WMF provides a very loose upper bound.

At this point, some qualitative considerations are in order.

1) In the derivation of (30) and of the MMSE-GA bound,
perfect feedback decisions are a consequence of the mu-
tual information chain rule (29). Hence, these bounds
yield also the performance limit achievable by WMF-PSP
and MMSE-PSP decoders withperfectdecision feedback.
In particular, since PSP-based decoding is very robust
to feedback decision errors, we expect that the outage
probability bounds predict well the performance limits of
WSTCs under PSP-based decoding.

8This can be proved by the purely linear-algebraic identity

det III + 
HHHHHH = (1 + � )

where� is given by (9).

Fig. 7. Outage probability for BPSK, independent Rayleigh fading,t = r = 4
and� = 2 bits/channel use.

Fig. 8. Outage probability for BPSK, independent Rayleigh fading,t = r = 4
and� = 3 bits/channel use.

2) In terms of outage probability, the WMF front end with
perfect feedback decisions suffers from a large gap with
respect to the MMSE front end. On the contrary, it is well
known that for any fixed of rank , the two front ends
(assuming perfect feedback decisions) are capacitywise
equivalent as (see [31] and references therein).
This apparent paradox can be explained by noticing that
the convergence as
is nonuniform over the ensemble of channel matrices.
Therefore, does not converge to

even if for
any given .

For the above reason, we expect that also for practical
codes the gap between WMF-PSP and MMSE-PSP de-
coding does not vanish as . Curiously, several pre-
vious works on layered STCs [14], [21] reported results
for the WMF front end with decision feedback, referred
to as the “nulling and canceling” approach. Our results
show that using the WMF instead of the MMSE front end
in the quasi-static environment can be very dangerous.
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Fig. 9. WER of WSTCs and trellis STCs with MMSE-PSP and ML decoding,
respectively, and related outage probabilities fort = 4, r = 2, independent
Rayleigh fading. The codes for spectral efficiency� = 1 are based on the
convolutional code with generators(25; 27; 33; 37) mapped onto BPSK. The
codes for� = 3 are based on the four-state code with rate3=4 and generator
matrix given in (31), mapped onto BPSK.

3) For values of where the MMSE-GA is close to the
true outage probability (e.g., Fig. 7), we expect that
goodWSTCs with MMSE-PSP decoding perform close
to good STCs with ML decoding. On the contrary, for
values of at which the MMSE-GA is far from the
true outage probability (e.g., Fig. 8) we expect that
WSTCs with MMSE-PSP decoding suffer from a large
performance degradation with respect to STCs with ML
decoding.

Example 2: The last observation is well illustrated by the
example of Fig. 9, comparing the WER of BPSK codes with
spectral efficiency 1 and 3 bits/channel use in the case

with the corresponding . For , we
consider the 16-states binary convolutional code of rateof
Table II. For , we consider the four-state Wyner–Ash code
[48] of rate , whose generator matrix is given by

(31)

We consider WSTCs with and MMSE-PSP decoding,
and trellis STCs with ML decoding.

For , the MMSE-GA bound is very close to the true
outage probability, while for it is very far away and shows
an error floor. This behavior is reflected by the performance
of the MMSE-PSP decoder: for , ML and MMSE-PSP
decoding yield almost the same performance, while for
, MMSE-PSP decoding compares very poorly with respect to

ML decoding and shows an error floor similar to that of the
MMSE-GA bound on the outage probability.

Such behavior was noticed in all cases examined. We con-
clude that the ability of MMSE-PSP decoding of performing
close to ML, for given and , depends essentially on the code
spectral efficiency and can be predicted very accurately by the
behavior of the MMSE-GA bound on the outage probability.

Fig. 10. WER of WSTCs based on the 32- and 64-states codes of rate1=4 of
Table II mapped onto QPSK, and related outage probabilities fort = r = 8,
independent Rayleigh fading, and spectral efficiency� = 4 bits/channel use.

A final remark is devoted to ML decoding. Since the 16-states
code has rank diversity (see [26]), then is sufficient
to achieve the optimal WER slope under ML decoding. In this
case, the ML Viterbi decoder works on the 16-state trellis of the
code. On the contrary, the four-state Wyner–Ash code has rank
diversity ,9 which is strictly less than the bound (13). How-
ever, the 64-state trellis STC resulting from the concatenation of
the same code with delay diversity with achieves ,
which is optimal as it meets the bound (13) with equality.10 In
this case, the ML Viterbi decoder works on the 64-state trellis
of the augmented encoder, including delay diversity. This effect
can be observed by comparing the WER curves corresponding
to and ML decoding for and , in Fig. 9.

VII. PERFORMANCEEXAMPLES

In this section, we present a selected set of numerical exam-
ples, aimed at pointing out some interesting facts.

Relevance of the Rank-Diversity Criterion:It has been re-
cently observed that when both are large the rank diversity
is not a very meaningful code design criterion [50]. This fact is
illustrated in Fig. 10, showing the WER of the WSTCs based
on the binary convolutional codes with 32 and 64 states and rate

of Table II with QPSK modulation, for . In this
example, the interleaving delay is very large in order to
eliminate any effect of feedback decision errors and have
for the corresponding WSTCs. From Table II, we see that the
32-state code achieves optimal block diversity , while the
64-state achieves only . Nevertheless, in the range of WER
shown, both simulation and the QUB are almost identical for the
two codes.

On the contrary, it can be observed from the examples of
Figs. 5 and 9 that for smaller values ofand , the rank diver-
sity is a very relevant criterion, at least for the family of codes
considered here.

9This can be immediately seen from the fact that the trellis of the four-state
Wyner–Ash code has parallel transitions.

10This statement can be proved by applying the generalized stacking con-
struction result of [49]. We omit the proof for the sake of space limitation.
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Fig. 11. WER of WSTC and V-BLAST schemes with code(23; 25) and
QPSK fort = r = 4, independent Rayleigh fading, and spectral efficiency
� = 4 bits/channel use.

Comparison With V-BLAST:In [21], a space–time scheme
nicknamed “V-BLAST” and its low-complexity decision-feed-
back detection scheme are presented. V-BLAST is equivalent to
a WSTC with , but decision–feedback interference can-
cellation is obtained by feeding back symbol-by-symbol prede-
cisions, without the aid of PSP. Since the order of symbol-by-
symbol decisions is not dictated by the trellis time ordering of
the underlying code, predecisions are made in an order that
depends on , with the aim of limiting error propagation in
the feedback. Namely, the columns ofare permuted so that
the “QR” decomposition of the permuted matrix yields WMF
channel gains such that is maximized. Re-
markably, this ordering can be calculated by a simple “greedy”
algorithm that maximizes at each step the
SNR of the th parallel channel [21]. In the case of MMSE front
end, the same algorithm yields a sequence of SNRsfor which

is maximized asymptotically, for large SNR. As
in classical decision feedback equalization, if the V-BLAST de-
tector is concatenated with a decoder, hard predecisions are used
only for the purpose of decision feedback, and soft values are
fed to the decoder.

In Fig. 11, the WER of a WSTC obtained from the 16-states
binary convolutional code with rate of Table I mapped onto
QPSK and antennas is compared with the perfor-
mance of the scheme obtained by concatenating the same code
with the V-BLAST detector. Both MMSE and WMF front ends
are considered. Simulations of the PSP-based decoder for the
WSTC (obtained for ) are in perfect agreement with
the corresponding QUB, showing that the effect of feedback
decision errors is negligible for the PSP-based decoder. The
V-BLAST performance was obtained by simulation. For com-
parison, we also show the WER resulting from a genie-aided
V-BLAST detector with ideal feedback decisions (curves de-
noted by “Id. F.”), that is very similar to the WER achieved
by the WSTC without the genie. This shows that the large per-
formance degradation of V-BLAST with respect to the WSTC
is due to error propagation in the decision feedback: while the
PSP-based decoder is very effective in preventing such propaga-

Fig. 12. WER of WSTC and TSTC schemes with code(25; 27; 33; 37) and
QPSK fort = r = 4, independent Rayleigh fading, and spectral efficiency� =
2 bits/channel use.

tion, the special detection ordering of V-BLAST is not. More-
over, the complexity of the “greedy” detection ordering algo-
rithm is larger than the extra complexity of the Viterbi algorithm
due to PSP, for large. Then, WSTC with PSP-based decoding
is not only more effective, but it is also simpler than V-BLAST.

Comparison With TSTC:Fig. 12 compares the performance
of WSTC and TSTC [20] based on the 16-state binary convo-
lutional code of rate of Table II mapped onto QPSK, with

antennas. Each iteration of the iterative decoder
for TSTC proposed in [20] involves the calculation of a linear
MMSE front-end filter (complexity ) and soft-in soft-out
decoding of the underlying convolutional code, implemented by
the forward–backward algorithm [51]. The computation com-
plexity of the MMSE filter for TSTC and WSTC is almost iden-
tical, and the PSP decoder is slightly less complex than the for-
ward–backward algorithm. Hence, one iteration of the TSTC
decoder corresponds to (roughly) the same complexity of the
whole WSTC decoder. Fig. 12 shows that the WSTC scheme
yields a clear performance advantage over TSTC with one iter-
ation (i.e., for the same decoder complexity), while the TSTC
scheme achieves an overall better performance if more itera-
tions are allowed (for this example, no improvement was ob-
served for more than three TSTC decoder iterations). Interest-
ingly, in all our numerical experiments we observed that TSTC
with several decoder iterations achieves the same WER slope of
WSTC. Therefore, the gain of TSTC over WSTC is constant in
the high-SNR region (e.g., in Fig. 12 it is1.2 dB).

Handling the Case via Space–Time Block Pre-
coding: When , the WMF front end is not defined
and the MMSE front end is not very effective in providing
interference mitigation. Hence, it makes sense to consider
some form of space–time block precoding to shape the overall
channel (including precoding) so that it is better suited to the
low-complexity decoding algorithm. We hasten to say that this
general consideration can be applied to several situations where
some specific signal-processing technique is used for low-com-
plexity suboptimal decoding (e.g., in the case of TSTC), and
that a comprehensive investigation of block precoders adapted
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to some outer coding scheme for the quasi-static channel is far
beyond the scope of this paper. However, in this example we
provide some results based on the family of linear dispersion
codes (LDCs) recently proposed by Hochwald and Hassibi in
[19]. An LDC precoder takes blocks of modulation symbols
and maps them onto the complex matrix signals

where and are complex generator matrices. Then,
is transmitted column-by-column over channel uses. The

spectral efficiency of the system with precoding is ,
where is the rate of the outer code (in bits per symbol). LDC
precoding shapes the original-input -output complex channel
into a virtual -input -output real channel.

Fig. 13 compares the WER performance of some schemes for
the case , with spectral efficiency 1 bit/channel
use. The curves denoted by “MMSE, LD” refer to the concate-
nation of the WSTC obtained from the 16-states binary convo-
lutional code of rate in Table I mapped onto QPSK with
a LDC designed in [19] for the , channel, with

and .11 We notice that this scheme is outperformed
by the simpler WSTC obtained by using directly the 16-states
code of rate of Table II mapped onto BPSK, without pre-
coding (curve denoted by “MMSE, No prec.”). Moreover, the
latter scheme has almost the same performance (in the range of
WER ) of a very simple scheme where the 16-states code
of rate of Table I mapped onto QPSK is transmitted by using
only one transmit antenna in a round-robin fashion over all
combinations of one out of four antennas, and ML decoding is
used at the receiver (curve denoted by “1 Tx, cyclic”).

The disappointing results of LDC precoding in this case can
be explained by comparing the outage probability of the pre-
coded channel with that of the original 41 channel, showing
a large gap even in the case of Gaussian inputs (i.e., assuming
optimal outer coding and ML decoding).

Fig. 14 compares the WER performance of some schemes for
the case with spectral efficiency 2 bits/channel
use. The curves denoted by “MMSE, LD” refers to the concate-
nation of the WSTC obtained from the 16-states binary convo-
lutional code of rate in Table II mapped onto QPSK with
an LDC designed in [19] for the , channel, with

and . We show also results for the simpler WSTC
obtained by using directly the 16-states code of rate of
Table II mapped onto QPSK, without precoding (curve denoted
by “MMSE, No prec.”) and for a scheme where the 16-states
code of rate of Table I mapped onto QPSK is transmitted by
using only two transmit antennas in a round-robin fashion over
all combinations of two out of four antennas, and ML de-
coding is used at the receiver (curve denoted by “2 Tx, cyclic”).

In this case, the scheme with LDC precoding outperforms the
other schemes. Again, this fact is explained by comparing the
outage probability of the precoded channel with that of the orig-
inal 4 2 channel. These curves show that the gap between the
LDC precoded channel with respect to the original channel in

11The generator matrices of the LDC precoders used in these examples were
kindly provided to us by the authors of [19].

Fig. 13. WER of some WSTC schemes with and without LDC precoding in
independent Rayleigh fading,t = 4; r = 1, and spectral efficiency� =

1 bit/channel use.

Fig. 14. WER of some WSTC schemes with and without LDC precoding in
independent Rayleigh fading,t = 4; r = 2; and spectral efficiency� = 2
bits/channel use.

the case of Gaussian inputs (i.e., assuming optimal outer coding
and ML decoding) is quite small, thus, showing that the LDC
precoder is well suited for the quasi-static channel under the
outage probability performance criterion.

The LDC precoders in [19], including those used in the above
examples, were designed in order to maximize the average mu-
tual information at a given SNR, and not to minimize the outage
probability for a given spectral efficiency. Then, it is no surprise
that they might yield disappointing performance in some cases.
However, the example of Fig. 14 shows the potential interest
of block precoding, especially if this is used in order to enable
a low-complexity outer coding/decoding scheme, and calls for
the design of good block precoders with respect to the outage
probability criterion.

VIII. C ONCLUSION

A new scheme, nicknamed “wrapped” STC, was proposed.
This scheme belongs to the class of generalized space–time lay-
ering schemes, and it is suited to a large number of antennas
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with low-complexity decoding, based on MMSE decision–feed-
back interference mitigation coupled with PSP-based Viterbi
decoding. We showed that any trellis code with optimal block
diversity can be turned into a WSTC with optimal rank diversity,
with the advantage that block diversity is easy to check and op-
timal block diversity is easily achieved by several well-known
trellis codes.

We provided a simple and accurate (quasi-)upper bound on
the performance of WSTCs and an efficient method for calcu-
lating the block diversity of trellis codes, based on the multi-
variate weight enumerator function of the underlying compo-
nent code.

Finally, we considered some upper and lower bounds on
the information outage probability with discrete i.i.d. inputs,
and we pointed out the relation between the tightness of
the MMSE-GA (quasi-)upper bound with the ability of the
MMSE-PSP decoding to perform close to ML decoding. This
result is still in the form of numerical evidence, and it calls for
a deeper information-theoretic investigation.

Performance examples of the proposed scheme constructed
from well-known binary linear convolutional codes were
provided. WSTCs compare favorably with respect to coded
V-BLAST and TSTC of similar complexity. In particular, we
showed that V-BLAST is prone to decision-feedback error
propagation even if the detection ordering algorithm of [21]
is used, while the PSP-based decoder is almost not affected
by error propagation even for very small interleaving delay.
The recently proposed TSTC scheme with iterative decoding
yields generally better WER at the cost of larger decoding
complexity. Indeed, one iteration of the TSTC decoder has
complexity equivalent to the whole MMSE-PSP decoder for
WSTC, and the TSTC scheme needs at least two iterations in
order to outperforms the WSTC scheme.

Furthermore, we investigated the concatenation of WSTC
with space–time block precoders, which might be useful in the
case . Through some examples based on LDCs we showed
that block precoding might yield performance improvements,
while retaining the low-complexity decoding scheme of the
outer WSTC. However, new block precoders specifically
designed for the quasi-static channel (i.e., according to the
outage probability criterion) should be investigated.

The gap between the WER of WSTCs obtained from simple
convolutional codes and the information outage probability in-
dicates that more work is needed in order to design good com-
ponent codes for the WSTC scheme. This is especially true for
high-rate trellis codes, where the design of maximal block-di-
versity codes has been rarely addressed (see [33]).

APPENDIX

CALCULATION OF THE MULTIVARIATE WEIGHT ENUMERATOR

FUNCTION

For the sake of completeness, we give here an example of
calculation of . Further details and examples
can be found in [41], [42]. Consider the four-state binary linear
convolutional codes with rate and generators and let

. Fig. 15 shows the trellis of the original code and the
supertrellis obtained by lumping together steps of the

Fig. 15. Original trellis (left) and supertrellis (right) corresponding tos = 2
consecutive steps for the binary linear convolutional code with generators
(5; 7). The transitions labels next to each state, read form left to right,
correspond to the transitions stemming from the state from top to bottom.

original trellis, so that output symbols correspond to each
transition of the supertrellis (notice that the supertrellis has the
same number of states of the original trellis but more transitions,
and in general may have parallel transitions even if the original
trellis has not).

Consider the transition, with code symbols

(we assume BPSK modulation with the mapping
). Any transition of the supertrellis with code symbols

is labeled by the monomial
(transitions between nonconnected states are labeled by the zero
monomial). Then, we define the state variables cor-
responding to states , and we split state into two states
associated to the input variableand to the output variable,
respectively. The corresponding state equation is given by

(A1)

and it is obtained by letting each state/output variable equal the
sum over all incoming transitions of the product of the transition
weight by the state/input variable originating the transition. The
multivariate weight enumerator function is finally given by

where the term eliminates the contribution of the correct
path, with Euclidean weight zero. This can be obtained by elim-
inating from the system of linear equations (A1).

Generally speaking, by following the above recipe we can
always put the state equations in the 22 block form

...
...

(A2)
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( denotes the number of states), where and are
, , , and polynomial

matrices in the variables , respectively. Then

(A3)

In order to compute at , for
, for calculating the union bound (21), it is compu-

tationally more convenient to substitute the arguments inside the
matrices and and then evaluate (A3) numerically.
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