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Abstract—Recently, noncoherent sequence detection schemeshannel codes are employed, they are not applicable when iter-

for coded linear and continuous phase modulations have been ative processing is required, as for turbo codes [15] or serially
proposed, which deliver hard decisions by means of a Viterbi concatenated interleaved codes [16].

algorithm. The current trend in digital transmission systems . . . .
toward iterative decoding algorithms motivates an extension 1 he need for noncoherent decoding algorithms suited for it-

of these schemes. In this paper, we propose two noncoherent€rative processing is mainly due to the fact that, for the peculiar
soft-output decoding algorithms. The first solution has a structure decoding process and typical operative signal-to-noise ratio of
similar to that of the well-known algorithm by Bahl et al(BCJR), turbo codes, phase-tracking schemes may deliver a highly unre-
whereas the second is based on noncoherent sequence detectloWame phase estimate or require a systematic use of pilot symbols

and a reduced-state soft-output Viterbi algorithm. ) . . S
Applications to the combined detection and decoding of differen- {0@void tracking losses [17]-[19]. The firstapplication of nonco-

tial or convolutional codes are considered. Further applications to herent decoding to turbo codes was proposed in [20], where the
noncoherentiterative decoding of turbo codes and serially concate- output ofaconventional differential detectorisusedtofeedastan-

nated interleaved codes are also considered. The proposed noncogard turbo decoder. In[21], anew receiver for convolutionally en-
herent detection schemes exhibit moderate performance loss with coded, interleaved and differentially encodeldary phase-shift
respect to correspondl_ng coh_e_rent schemes and are very robust to Kevi ’ i . .
phase and frequency instabilities. ying (M_ PSK) was prop(_)sed,_based on an improved version
of MSDD in order to allow iterative decoding. An extension to
turbo codes was proposed in [22]. A theoretical analysis of this
concatenated code based on a cut-off rate bound was proposed
in [23] for noniterative decoding. The iterative noncoherent de-
I. INTRODUCTION coding of convolutionally encoded -PSK signals was also con-

ONCOHERENT detection of digital signals is an attracsideredin [24] and [25]. An algorithm similar to that proposed in

tive strategy in situations where carrier phase recovery[%4] was presented in [26]. Finally, an iterative algorithm specifi-

difficult. Most of the drawbacks of phase-locked loop (PLL) cirS@lly tailored for noisy-phase channels was proposed in [27]. The

cuits, used to approximately implement coherent detection, ma/dy Of noncoherent iterative detection techniques is also moti-
be avoided by means of noncoherent detectors. Specifically, ti/ ted by a general information theoretic result which proves that

ical problems of PLLs such as false-locks, phase slips, or los g capacity ofnoncoherentchannelsis very similar to that of cor-

of lock caused by severe fading, Doppler shifts, phase noise8FPONding coherent channels [28], [29].
In this paper, we propose two noncoherent soft-output de-

oscillator frequency instabilities are simply by-passed. : : ] ! !
In the technical literature, a growing effort has been recean'ng algorithms for coded linear modulations. The first algo-

devoted toward the derivation of improved noncoherent detdéhm is derived from an approximation of a minimum symbol-
tion or decoding schemes. Two main classes of algorithms h&F0r probability decoder, with a structure similar to that of the
been proposedvultiple-symbol differential detectiopMspD) ~ Well-known algorithm by Bahkt al. (BCJR) [30]. While the
[1]-[8] is based on maximum-likelihood detection of a block ofOft-output decoding strategy proposed in [21] and [22] may
information symbols based on a corresponding block of sigr2 Viewed as the equivalent of MSDD based on a minimum
observationsNoncoherent sequence detectisD) [9]-[14] §ymbol—err0r probability crllt'enon, this algorithm is the min-
approximates the optimal noncoherent maximum-likelinood s&2um symbol-error probability counterpart of NSD [13], [14].
quence detection strategy in order to realize simple suboptinfal€ Second algorithmis based on NSD [13], [14], in which reli-
schemes based on the Viterbi algorithm (VA). In both cases, tAgility information about each symbol is obtained by means of a
performance approaches that of ideal coherent detection. Afft-output VA (SOVA) [31]-[33]. Contrary to the first scheme

though the receivers presented in [1]-[14] may be used wh¥Rich operates under a minimusymbolerror probability cri-
terion, this second proposed algorithm follows a minimsen
_ _ _ guenceerror probability criterion. In order to perform itera-
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well suited for iterative processing applications and are explittte observation and’{a,} is the a priori probability of the
itly employed for noncoherent decoding of turbo codes and saformation symbola. The quantitiesp(x!|ax)P{ax} are
rially concatenated interleaved codes. Extensions to the cas@mfportional to thea posterioriprobabilitiesP{a |z } of the
linear modulation with intersymbol interference (ISI) or coninformation symbols and may be regarded as soft-decisions
tinuous phase modulation may be dealt with using the methdds)].
described in [13] and [14]. Let us denote by ;i an encoder state and

The paper is organized as follows. In the next section, we dg- 2 (Gh—1, G2, * > Gk_N41, fik—N41), Where N is
scribe the assumed system model. A noncoherent BCIR-t¥pe integer, a state which also partially takes into account
algorithm is proposed in Section Ill. A soft-output NSD algothe channel phase memory. As in [13], [14], we refer
rithm is introduced in Section IV. The use of these algorithms N as the phase memoryparameter. Since symbols
in iterative decoding is considered in Section V. Numerical €z, &r_1, -, éa_n41) are uniquely determined by the
sults are presented in Section VI, and conclusions are dfaWﬁﬁahsition(dk, Sk), we may express the conditional probability
Section VII. density function gt'c’,j_NH, assuming the transitiofi, &)

and a given valué of the channel phase, as
Il. SYSTEM MODEL

An information sequencéa;}, composed of independent ” (‘”LNH ‘“k"sk’e)
and identically distributed (i.i.d.) symbols belonging to an 1 1 N1 2
M-ary alphabet, is mapped into a code sequefieg by = exp{——2 Z ‘l'k—i — épic’® } (3)
means of some coding rule. The code sequence is further (2mo?) 20° i3
mapped by a modulator into a time-continuous signal whic:{hd therefore (see also [2, eq. (9)]
undergoes a phase rotatiéand is transmitted over an additive '
white Gaussian noise (AWGN) channel with two-sided power e (dk, 5k)
spectral densitw, /2. The phase rotatiofiis initially assumed
to be constant during the entire transmission and modeled as 2 p (z’,z_NJrl ‘dk, Sk)
an independent random variable with uniform distribution in

27
the interval [0, 2r). However, an approximation of memory = / p (xszH ‘@,“ brs é)p(é) dé
truncation is used, as in [13] and [14], which has the convenient 0
feature of allowing us to remove the constant phase assumption 1 1 Nt 5 . o
and encompass time-varying phase models. = (2ra?)N XP| 5,2 Z [|ﬂ7k4| + |éx—i }
It may be easily shown that the sampled output of a filter =0
. . .. . - . N-1
matched to the shaping pulse is a sufficient statistic for optimal I 1 Z - @)
detection of the information sequence [13]. In the absence of O\ o2 ~ Fhe—iCh—i

ISI, this sampled output may be expressed as
o wherely(z) is the zeroth-order modified Bessel function of the
xp = cpe’’ 4y, (1) first kind.

. _ o The probability density functiop(x |a; ) which appears in
where{n;} are i.i.d. complex noise samples with mdepende@) may be evaluated as

components, each with varianeé.

p (=l |ar)
[IIl. NONCOHERENTBCJR-TYPE ALGORITHM E—N _k K |
=p (5”1 » l—N41> $k‘+1 |ak)
In the derivation of the algorithm, we assume that each infor- ( E—N .k K ‘~ 3 ) {~ }
. . ’ = x Th Nals Traq |Gk, Ok ) P <Ok
mation symbol generates a single complex code symbol. How- 2 p (o, whvgs T [ b b

) . Sk
ever, a more general case may be easily dealt with by a vector *

notation. This assumption is relative to the important cases of =>p (:c{‘Jr1 ‘xﬁ_,\url, 2N, Sk)
trellis-coded modulation and differential encoding, whereas an 5
extended vector notation would be required for a convolutional ( AN ‘ k .z ) .z =

. S . S . N1y Ok, Ok ) ve(ag, 6)P{6
code. This assumption is adopted in order to simplify the fol- PA*1 o1 e Ok ) (ar, S) P8}
lowing description of the algorithm. (5)

We denote thebservatiorsequencdz; } corresponding to
K transmitted code symbols by the vecidr. The minimum
symbol-error probability detection algorithm is

having exploited the independencespfanda,,. Neglecting the
information on the channel phase in the discrete-time interval
[(k+1), K] obtainable from the knowledge of =, we have

~ K |~ ~
ay = arg max {p (1" |ar ) P {ar}} 2 - co |k I
ax p (:l:{‘ |ak) ~ Zp (a'-llc‘-i—l ‘:"JIZ—N-i—lv Ak, 6k>
in which a; denotes a hypothetical information symbol, B
p(zX|a) is the conditional probability density function of p (xlf—’\’ xg_NH,ng,gk) e, 63) PL6x )

1The superscript is used throughout to denote a hypothetical value. (6)
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This approximation is useful in the presence of a time-varyin@{dk_j_l|xﬁ7N+1, ax, Sk} = P{a,_;_1} has been used.
channel phase. Therefore, the forward recursion is
Given stateﬁkﬂ, there existdd possible predecessor states -
%, each in a one-to-one correspondence with an information ax(ar, 5k) Z O‘k—l(&z——l’ 6 1)
symbol. We denote this information symbol fy_;, where in- ak—j—1

tege[j depends on the code p_ropert?eﬁnerefore,’thetrgnsition p(Tren [T s Aoty G, &)
(G, 6x) may also be determined by the couptg,_,, dx+1), ~
which we denote a§i;_;, &;,,). Defining RREEEY (10)
A ~ where
au(an, o) = p (flf_]\ TH_Ng1s G 5k) N } .
_ - A X L . p(xka T _N41) Ak—j—1, Ak, 5k)
/3k(a,:7j, 62—+1) =p (Iks-l—l ‘Ik—]\‘r-l—l? ak, 6k> k - - -
o |k L P&} _p |Gh—j—1, Gk Ok, )
=p (Ik+1 ‘-’Eka+17 Ap_js 6k+1) ) T N _ =
(T3 _np1 ‘ak—j—b ar, O )
the soft-decisions may be expressed as _ (ks G j—15 O) 1)
s N (ax, O
p(.’l:{s |ak) P{ak} ’Vk( k k)
oy @, bk, 1) Br @y, 65 ) PLOYP{an}- and
Lz M (Gry G—j—1, Ok)
(8) A k ~ ~ ¢
=P (xka Ak—j5—1, Ak, 5k>
The probability density functions ax(ax, Sk) and 1 1 ‘
Br(r—;, Sx+1) may be recursively computed bj@wardand = v &P {_ﬁ > llewsil* + |ék_i|2]}
a backwardrecursion, respectively [30]. Fatx(ax, 6x), de- (2mo?) R
noting by(a;_,, 6;_,) the couple equivalent t@i,_;_1, &), 1 .
we have : — il - (12)
au(an, o) ) The probability density functiof.(ax_;, éx41) may be re-
=p (z’f—N ‘x’,j_NH, ar, 6k) cursively computed in a similar fashion, according to
= > »p (xlf—N TN N1 G jo1, O Sk) Brlnjs 0k41) = > Brr1(@r_jp1s 0Fpa)
Ap_;-1 Qg1
) P{&k—j—l ‘xﬁ—]\q_la Ok, gk} 77k+1(ak-21 ’+ak61)’ 6k+1)P{ak+1} (13)
N — s ~ ~ z VelQy 5 O
= Z p(xlf N 1a Th—N wkfj\f-kla a/k—j—la Ak, 6k) » » N
k-1 where, using the notation already introduc@d, ., é;,)is
- Plag_; 1 ‘$£7A7+17 g, Ok } the couple equivalent tGi.+1, &41)- As in the original BCIR
. algorithm, wherev, (ax, &) andBy(ar—;, éx+1) may be arbi-
= Z p (iv’{ Nt ‘:EI;Z_N, Ag—j—1, G, 6k> trarily normalized.
Gr_j_1 Proper boundary conditions for the forward and the backward
 p(@h v | a1y B, Sk) recursions may be defined in terms of initial and final states of
T TRNFL B L T the encoder [30]. In fact, if the receiver knows the initial encoder
- Plag_j1 ‘z”:_NH’ s Sk} state and the firsiv — 1 transmitted symbols, the initial state
. ~ 6 for the forward recursion is uniquely determined. Similarly,
o Z D (iv’f_]\_l ‘wﬁj\m Ak—j—1, 5k) the final state of the encoder and the 1ast— 1 transmitted
ap—j—1 symbols uniquely determine the final statg of the receiver
p(ehon Iz_NH? A1, in 5k)P{&k_j_1} 9) for the backward recursion.

By careful and tedious algebraic manipulations, it can be
Ko N-1| k . . shown that the proposed algorithm reduces to the noncoherent
where the dependence pfx; |5+ @k—j—15 @k O)  algorithm in [24] and [26], in the special case of differentially
on x, has been neglected and the fact thafycodedrs-PSK. However, the algorithm given here is more

general, being applicable to any coded linear modulation
format. Furthermore, as shown in Section V-A, this algorithm

%For a recursive coder,_ . = ax_x1i. For & non recursive code of is directl_y appli_cable to _iterative decoding With_out an explicit
constraint lengths and state defined g8, oz (an_1, -~ ar_ ), we have USe of differential encoding, whereas the algorithm in [24] and
Ap_; = Gh_N—vpy1- [26] is not.
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Itis worth noting that reduced-search algorithms may be used | Tubo | o | _[Diff |
to decrease the overall complexity [36]. The so-called M-BCJR encoder encoder
and T-BCJR algorithms may reduce the computational effort in (a)
this case, in which the increased number of states of the receiver o poftout) i | | Twbo |
with respect to that of the encoder is due to the phase memory. alg. decoder]
For the M-BCJR, the forward recursion en._;, which pro- (b)

ducesyy, is performed using only a fixed number of the largest

components ofy,_;, whereas the others are set to zero THd9. 1. Schemes with noncoherent predetection using the proposed soft-output
' . e herent algorithms. (a) T itter. (b) Receiver.

same method may be adopted in the backward recursion. In Re-onerent aigonthms (&) Transmitter. (b) Receiver

T-BCJR algorithm, all the components which fall below a given

threshold are set to zero. A further complexity reduction may

be obtained by operating in the logarithmic domain, in order tc ! LP(a)
avoid common numerical problems and reduce the number ¢ I Hybrid e -t i
additions and multiplications [37]. ffft'fiut*‘;’ o , =
Even using these methods of complexity reduction, the com et LY (@) :
putational effort required for the implementation of the non-%&___| s +
coherent BCJR-type algorithm is still heavy and exponentially L2 22 . : A
grows withN. As a consequence, only small values\dimay x@_k_/) fl— T ™ iﬁ:\i :
be adopted. For this reason, in the next section we propose an. decoder| T > ot

ternative algorithm based on NSD and SOVA. Although SOVA

produces a simplified estimate of thgposterioriprobabilities Fig. 2. Receiver with combined detection and decoding for a turbo code of
of the data symbols [31]-[33], the reduced complexity of thf§te 1/2-

decoding scheme allows the use of larger valugg oAs shown

in the numerical results, in some applications the benefit of ifhe constituent codes are recursive systematic convolutional
creasing the phase memory greatly compensates for the imgRSC) codes and puncturing is used to achieve the desired code

fect estimation of the posterioriprobabilities. rate. The decoding process is based on a sub-optimal iterative
algorithm in which each component decoder takes advantage
IV. SOFT-OUTPUT NSD of the extrinsicinformation produced by the other decoder at

the previous step. This iterative decoding process is made pos-

In [13] and [14], noncoherent algorithms for combined desiple by employing soft-output component decoders. Using the
modulation and decoding of coded modulations have been p&gft-output noncoherent algorithms introduced in the previous
posed, based on the VA with appropriate branch metrics, dactions, two schemes for noncoherent decoding of turbo codes
which the tradeoff between performance and complexity may Bee considered.
controlled by means of the assumed phase memory parametep, 3 first scheme, shown in Fig. 1, noncoherent detection is
NN and the level of state-complexity reduction. For increasingparate from the decoding of the turbo code. For this purpose,
values of/N, the performance of the optimal coherent detect@he code sequence is interleaved, by means of the block denoted
may be approached. On the other hand, the state-complexity,0fi] in Fig. 1(a), and differentially encoded. At the receiver,
these detection schemes may be limited by RSSD [34], [38hown in Fig. 1(b), the detection is performed by means of one
This technique allows one to independently choose two paramggthe described soft-output noncoherent algorithms, designed
ters: phase memoty and number of trellis states Hence, the tg take into account differential encoding. The soft-output of this
number of states may be limited without excessively reducifgncoherent block is then deinterleaved, by the block denoted
the value of/V. by II-!, and sent to a standard turbo decoder which provides

NSD schemes may be enhanced in order to deliver soft-o4{mbol decisions after the iterations necessary for the decoding
puts, by means of a SOVA [31]-{33]. The expression of thgrocess. These iterations do not involve the soft-output nonco-
branch metrics may be found in [13] and will be rederived iRerent predetection block. The interleaver is placed before the
the next section for the cases of interest [see (18)—(23)]. We fferential encoder in order to break up the dependence intro-
the soft-output Viterbi decoder architecture proposed in [33] fuced by the turbo code. Differential encoding is necessary for
order to obtain a real-time scheme, whose complexity is rougtl¥ncoherent detection.
doubled with respect to that of a classical Viterbi decoder. In a second scheme, combined noncoherent detection and

In the next sections, we present examples of the applicationgfho decoding is performed. In this case, it is not necessary
the proposed noncoherent BCJIR-type algorithm and soft-outgituse differential encoding if the considered constituent RSC

NSD (SO-NSD) in iterative decoding schemes. codes are noncoherently noncatastrophic [11], [13]. As an ex-
ample, for aturbo code of rate 1/2 for the transmission of binary
V. NONCOHERENTITERATIVE DEDODING symbolsa, € {+1} (M = 2) described in [15], the receiver

is shown in Fig. 2, wherezg) andxf) denote the systematic

and redundant information, respectively. The role of switch S
A turbo encoder is the parallel concatenation of two simpla the figure will be explained below. The overall structure is

constituent encoders separated Iopauniforminterleaver [15]. equal to that of the turbo decoder in [15], the only difference

A. Parallel Concatenated Codes
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being in the constituent de_coders, which may employ the_ noand s, 2 |E{7x|ax}|. In [15], it is noted that this Gaussian
coherent BCJR-type algorithm or SO-NSD. These algorithrassumption, although not satisfied for the first few iterations, is
operate in a slightly different fashion with respect to those da-good approximation when the number of iterations increases.
scribed in Sections Il and IV. In fact, the described noncoherenhe values ofy. ando? are estimated for each data block and
BCJR-type algorithm and SO-NSD assume that the input sigach iteration. An alternative method, which does not require
nals are all noncoherent. In turbo decoding, however, each cag-estimation of;. ando?, is proposed in [38] and [39]. In this
ponent decoder uses, in addition to the noncoherent changigéct method, the extrinsic informatiog, at the input of the
output, a soft-output generated by the other decoder. Hence, db@sidered decoder is used to extract a new estimate of the “a
algorithms have to be modified in order to take into account thigiori” probabilities to be employed in the decoding step. A
additional input. Unlike the channel output, the signal generatglified interpretation of these two methods is presented in [40],
by each decoder is not affected by an unknown phase. For tisere it is shown that the second (direct) method is strictly
reason, this signal may be viewed as “coherent.” In Fig. 2, thesguivalent to the first one based on the Gaussian model if
goher.ent signals are represented by dashed lines, whereas $;;I/(}Z2 = 1/2. In the following, this Gaussian model is adopted
lines indicate channel (noncoherent) outputs. for illustration purposes. However, the direct method is also
We denote by, the input of a component decoder which hagonsidered in the numerical results.
been generated by the other decoder. Asin [15], each componerHor the proposed noncoherent BCJR-type algorithm, the gen-
decoder should calculate the logarithmic likelihood ratio of theralization to the hybrid case is straightforward—the only mod-

information symbol, i.e., ification consists of the termy,(ax, &) which has to take into
account the extrinsic information as a further coherent input.
L(a) A, P{a;, = 1[inputs} As an example, let us consider the first decoder in Fig. 2, which

» P{a; = —1|inputs} has two noncoherent inputél) andazf) and one coherent input

pl{inputs|ay, = 1} P{ap = 1}

W 2" The logarithmic likelihood ratio of this decodé® (a)
7 plinputs|ar = —1}P{a = 1}

may be easily expressed as follows [15]:

(14)

where the word “inputs” refers to both the noncoherent channel
outputs and the soft-output produced by the other decoder. More
precisely, the noncoherent BCJR-type algorithm computes the

logarithmic likelihood ratios (14) on the basis of apprOX|mat|0nsthereLg)(dk) is the extrinsic information of symbal;, de-

of thea posterioriprobabilities, as shown in Section I, Wherea_%ned as shown in (16), at the bottom of the page, and
SO-NSD outputs a sequence whose elements are approxima-

tions of the logarithmic likelihood ratios (14), according to the

o fis 2N A (Lk (2)k (k=1 |~
SOVA prInCIple. ’Yk(aka 6k) =D (xk—N-l—l’ ETr N41 PN+ ‘aka 6k)

The output of each component decoder is the extrinsic infor- 1

mation extracted frond(a; ). In fact, a fundamental principle = T
of iterative decoding is not to feed a decoder with information (2ro2) .
that originates from itself. Moreover, this choice leads to an in- 1 = @) ~ 2
creased speed of convergence of the iterative process [15]. Since P T o2 Z (Z k—i ak_mz)
the extrinsic information at the output of each decoder may be =l

2, _
LO () = 0_7722,9 + LY (@) (15)

z

considered as a “coherent signal,” each component decoder is D (:B&)IRHLP Iﬁ’}H ‘&k, Sk) (17)
hybrid, in the sense that it has both coherent (denoted:y
and noncoherent (denoted by) inputs. (Lm A

( A

o , , in which zV™ 2 {201 andz®P™ 2 (2P} are se-
In the technical literature, there exist essentially twi! ko Jh=l N k Jh=l
methods for the use of the extrinsic informatiop received gquences of channel outputs and™ = {2V}, is the ex-
by each decoder. In the original paper on turbo codes afitisic information generated by the second decoder and fed
iterative decoding [15], the input sequenée,} extracted back to the first one. In (16), the coup(é;_;, &;f,,) corre-
from the reliability values of the information sequenge,}, sponds to the coupléi, = 1, &) in the numerator and the
is modeled as Gaussian distributed. Specifically, it is aseuple(a; = —1, 5k) in the denominator.
sumed thatz, = n.ax + nj,, where{n} } are independent, For SO-NSD, the decoders are still hybrid. We assume that

zero-mean, real Gaussian random variables, with variaice the coherent input has a Gaussian probability density function

> an(ar =1, S)mian = 1, 6By, 65 ) P{& I P{an = 1}
5

LY (@) 2 In —2— — — (16)
> (i = =1, )van = —1, &)l 6 ) P{okPlar = -1}

78
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with meany, and variance 2. Considering the first componentBy memory truncation [13], we obtain the following branch
decoder, the maximume-likelihood sequence detection strategetric:
corresponds to the maximization of the following metric:

N—-1
- 1
) i o M (aX) = — @ - ) Z_HC(2)Z~(2)Z
w(@l) = In p( P 2P 2PN al) ) =5 z:: & e
K N—-1
1 1 2 2 1 Ny 2 -
- an( P 1B+ 1P 4 1571 =530 [+ 22|+ BaPan
k=1 i=1 Z

K

Z[ (1) (1)* 22)522)*}

k=1

) (22)

+ In Io <
Employing SO-NSD for both component decoders, it is difficult
Z _ (18) to identify the extrinsic information embedded in the heuristic
203 )" reliability value generated by each decoder. Based on the
b=t remarks in [41], it is logical to define the extrinsic information
LE(ak) as the difference between the generated soft-output

value L(a; ) and the coherent term presentlif ), related to
{ak}k 1 is the sequence of information symbolSy,e same information symbol, according to

(1)1‘ 2 2V andzPF 2 (21 | are the sequences

of channel outputs correspondlng to the encoded symbol ~ - =
y Lg(ay L{ay) — 2= .. 23

sequences{”” 2 {1 | andeP” 2 {P}E | received pla) = L{a) o2 " (23)
by the first decoder (according to the puncturing pattern), and
zgl)K a {z (l)h . is the extrinsic information generated by We now comment on the role of switch Sin Fig. 2. Depending
the second decoder and fed back to the first one. on its position, two schemes of noncoherent turbo decoding

Noting that in a turbo code the transmitted symbols belong 2y be obtained. In the first one, referred taagmmetricthe
the alphabef41} andé? = ax, the metric to be maximized second soft output decoder does not directly use the channel
becomes * outputs{xk }, suitably interleaved, related to the systematic

bits {c,(c )} = {ax }. This configuration may be obtained when

whereK is the number of transmitted information symbols
~I\

113

L1 K K the switch S is in position “1.” A second scheme, referred to
Ag(al) = 2 Z [ (l)ak + a:(Q) (2)} + 5 Z z,§1>ak assymmetricmay be obtained when the switch S is in position
k=1 9% k=1 “2.” The symmetric and asymmetric schemes are not equivalent

(19) for both conceptual and practical reasons.
Except for channels with constant or slowly varying phase

where the approximatiolm Io(z) ~ =, valid for largez, has Over each data block, where both symmetric or asymmetric

been used. Proceeding as in [13] and [14], we may definesghemes may be adopted, for a time-varying phase, only the
partial sequence metric at th¢h signaling interval asymmetric scheme exh|b|ts good performance. In fact, inter-

leaving the channel outpu(ack } in order to pass them to the
second component decoder may increase the phase difference
27(1)~‘ between successive symbols. Therefore, the performance of
o? b1 the symmetric scheme necessarily degrades. On the contrary,
(20) the asymmetric configuration is very robust with respect
to a time-varying phase, as will be shown in the numerical
results. For a channel phase constant over each data block, the
symmetric scheme allows us to obtain a better performance
) because the second noncoherent component decoder operates
An@l) = Ana { ) — Ana(af) with a double number of noncoherent channel outputs and
(1. 2) (2) hence, with a more refined implicit phase estimatida 3],
Z [wk ar + } [14]. This second component decoder is the bottleneck in the
k=1 asymmetric scheme and, for this reason, may require a larger
77z M= g value of parameteN and thus have larger complexity.
—5Zp .

n

3 [l + 2] |+

k=1

Al
A K é el
(a’l ) o2

and an incremental metric

1
a?

n—1

Z[ Wy 1 205 <2>}

1
o?

= z

21) B. Serially Concatenated Codes
We now use the two proposed algorithms to realize an itera-
tive noncoherent decoding of serially concatenated interleaved
codes. More precisely, we consider two types of serial concate-

nation. In the first scheme, we consider a concatenated code

3The expression ~ y denotes that andy are monotonically related quan-  4If puncturing is used, the number of channel outputs used by the second
tities. decoder may be more than doubled.
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decoder module
Fig. 3. Iterative decoding of serially concatenated interleaved codes. 1072

given by a convolutional code followed by a nonuniform in- & 4072
terleaver and a differential encoder [21]-[25]. The idea is that ©
the interleaved convolutionally encoded symbols feed, as a new

information sequence, the differential encoder. This allows the 10 3

separation of the noncoherent detector, which takes into accounti

the channel memory only, from the decoder of the convolutional 10 | & ¢ Differential detector !
. . B Proposed receiver ( N=3) ]

code. As a second scheme, we consider the concatenation of twc A—A Proposed receiver ( N=4)

interleaved convolutional codes [16]. In fact, serially concate- o | OO cCoherent

nated convolutional codes are emerging as an appealing alter-  '° o3 5 3 4 5 6 7 8 9 10

native to the more classical turbo codes based on parallel con- E /N, [dB]

catenation.

The receiver is composed of two decoders concatenated 4. .BER ofth_e proposed noncoherent BCJR-type algo_rithm er BPSK with
a deinterleaver as shown in Fig. 3. The inner decoder is nq@%gggrt.lal encoding or a 16-state RSC code and comparison with a coherent
coherent and utilizes the proposed algorithms. The output of

this decoder represents the reliability value of each symbol. The 10"
outer coherent decoder uses a standard BCJR algorithm in orde

to obtain the best reliability information. Since the inner decoder
operates on code symbols, the outer decoder has to provide thi

a posteriori probabilities of these code symbols in order to re- 10%
alize iterative decoding. For this reason, the outer decoder uses

the soft-input soft-output (SISO) module described in [42].

The structure of the resulting iterative scheme is composed .. .
of an inner decoder which uses the noncoherent channel outputsd 10
and, from the second iteration ahead, the reliability values
generated by the outer decoder. Based on the noncoheren
BCJR-type algorithm or SO-NSD, it computes reliability values
which approximate logarithmic likelihood ratios. The inner
decoder passes the extrinsic information, which is extracted
from these ratios, to the outer decoder. On the other hand, the
outer decoder feeds back the extrinsic information on code 10°

o—o Coherent

=—= Proposed, N=3

©o— NSD N=6, S=1 &
N=5, S=4

&—A NSD N=5, S=1 &.
N=4, s=4

<+—<1 NSD N=3, S=4

v—v NSD N=4, S=1

symbols, which may be obtained as described in [42]. 8 9 10 11 12 13 14 15 16
E,/N, [dB]
VI. NUMERICAL RESULTS Fig.5. BER of the proposed noncoherent BCJR-type algorithm (black marks)

The performance of the proposed decoding algorithms is %‘t:_h N = 3 for differential encoded 16-QAM and comparison with a coherent

- . . - eiver and NSD schemes (white marks) of various complexity.
sessed by means of computer simulations in terms of bit-error

rate (BER) versuss, /No, E, being the received signal energytively and rate 2/3 obtained by means of puncturing, as used

per information bit. Unless otherwise stated, the channel phaﬁ he turbo code presented in [15]. In this case, the use of dif-
is assumed constant. In order to assess the performance of the . T . . )
. - ferential encoding is not necessary, since this code is nonco-
proposed noncoherent BCJR-type algorithm, we initially con- ) .
. . . . . herently noncatastrophic. From Fig. 4, we observe that the pro-
sider combined detection and decoding of a single code (hencé . X
. : posed receiver based on the noncoherent BCJR-type algorithm
no iterations are performed).

with V. = 4 exhibits a negligible performance loss with respect

qu d|ffer_ent|ally encoded binary PSK (BPSK), we con5|dert% coherent detection for values Bf /N, greater than 2 dB.
receiver using the noncoherent BCJR-type algorithm witk- The performance of the proposed receiver using the non-

3. Fig. 4 shows the relevant performance and compares it with . . .
. . . . oherent BCJR-type algorithm withh = 3 is also assessed

that of optimal coherent and differential detection. We may noje : . )
S . .T0r 16-point quadrature amplitude modulation (16-QAM)
that the performance of the proposed receiver is almost identical ; : . . . )
|&1ploylng guadrant differential encoding as described in [13].

to that of the optimal coherent detector. As an example of cod,eé
BPSK, we consider the RSC code with 16 states, feedback aﬂ{'g' 5, it may be noted that the BER approaches that of

_ - coherent detection with a loss of only 0.5 dB. A comparison
feedforward generatorsy, = (37)s andGiz = (21)s, 1€SPec- i "NSp schemes of various complexity and a coherent

50ctal representation. receiver is also performed. The complexity of NSD is related
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Fig. 6.

BER of the proposed detection schemes using the noncoherkigt. 7. BER of the proposed receivers using SO-NSD with combined
BCJR-type algorithm with predetection (dotted-dashed curves), combingetection and decoding for asymmetric (dotted curves) and symmetric (dashed
detection and decoding (solid curves), coherent decoding (dashed curves)@iges) schemes. The numbers of iterations are 1, 3, 6, and 18 in both cases.
coherent predetection (dotted curves). The numbers of iterations are 1, 3, 6 &he performance for coherent decoding (solid curve) and 18 iterations is also
18, in all cases. shown.

to the phase memory and the number of trellis statés[13]. scheme is obtained by substituting the predetection block based
In the receivers with5 = 1 the Viterbi processor degenerate®n the noncoherent BCJR-type algorithm, with a coherent
into a symbol-by-symbol detector with decision-feedback. IRCJR algorithm operating on the differential encoder trellis
the figure, curves labeled with two couplé®’, S) show the (see also [24], [43], and [44] for a similar decoding scheme).
similar performance of different receivers. We observe than improvement of about 1 dB is achieved using noncoherent
the proposed noncoherent BCJIR-type algorithm has very gomembined detection and decoding according to Fig. 2 and the
performance. asymmetric scheme (switch S in position “1"). Considering the
In the above cases, the proposed noncoherent BCIR-tpeeformance of the single component decoder in Fig. 4, the
algorithm would likely not be used due to the higher complexitsemaining performance loss of this combined scheme appears
with respect to NSD schemes. This complexity may be justifi¢d be related to the, /Ny threshold above which the single
when a soft-output is necessary, i.e., when the algorithm demponent decoders perform well.
employed in iterative decoding. Consider the turbo code of The performance of SO-NSD with combined detection and
rate 1/2, with 16-state RSC constituent codes with generatdexoding is shown in Fig. 7 for the same turbo code, using the
G1 = (37)s, G2 = (21)s, the 256x 256 interleaver described direct method. Both asymmetric (switch in position “1") and
in [15], and BPSK modulation. The RSC code is honcoherentsymmetric (switch in position “2") schemes are considered. For
noncatastrophic. Therefore, differential encoding is not usélte asymmetric scheme, the constituent decoders Nave 9
when combined noncoherent detection and turbo decodiagdS = 128, whereas in the symmetric scheme these values
is performed. The performance of the considered schermaeN = 9 and.S = 64. For comparison, the performance for
using the noncoherent BCJR-type algorithm and SO-NSidherent decoding and 18 iterations is also shown. At a BER of
is now addressed. The extrinsic information is modeled asl&*, the performance loss with respect to coherent decoding
Gaussian random variable, as in Section V-A, or used to updéeabout 0.7 dB for the symmetric scheme and 1.1 dB for the
the a priori probabilities (direct method), as described imsymmetric scheme. The specific choices of paraméfeasd
[38]-[40]. In each case, the method giving best performancedscorrespond to levels of complexity such that the computer
presented. Unless otherwise stated, the Gaussian model is usaulation time is of the order of that necessary for the nonco-
Numerical results for the noncoherent BCJR-type algorithherent BCJR-type algorithm witly = 3. A comparison of the
are shown in Fig. 6 for various numbers of iterations (1, ®roposed noncoherent BCJR-type and SO-NSD algorithms for
6, and 18, in all cases). A value &f = 3 is used for the equal values oiV shows a superiority of the first scheme. Using
noncoherent predetection block of Fig. 1 and each hybr®0D-NSD, however, the performance may be greatly improved
soft-output decoder of Fig. 2. The direct method is used mith respect to that of the noncoherent BCJR-type algorithm,
the combined scheme only. A performance loss of about 3 diBe to the allowed larger values Bf.
at a BER of 10* is exhibited by the predetection scheme As mentioned in Section Il, the assumption of a channel
in Fig. 1 with respect to coherent combined decoding. Thigith a constant phase over each data block, used in the
predetection scheme exhibits a loss of only 0.25 dB witlterivation of the algorithms, may be removed for the asym-
respect to a reference scheme which performs soft-output ceetric scheme. Considering the presence of phase noise,
herent predetection followed by turbo decoding. This referenoedeled by a time-continuous Wiener phase process with
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Fig. 8. BER of the proposed detection scheme using SO-NSD with combingl§- 9. BER of the proposed detection scheme using the noncoherent

detection and decoding for various levels of phase noise. The numberB§JR-type algorithm withv = 4 (dashed curves) for the serial concatenation
iterations is 6. of a convolutional code, an interleaver and a differential encoder. For

comparison, the performance of iterative coherent decoding (dotted curves)
and optimal coherent decoding of the single convolutional code (solid curve) is

. . . . . | hown. The numbers of iterations are 1, 3, and 10.
incremental variance over a signaling interval equabfp, %" . eratt

we investigated the robustness of the proposed algorithms. In
Fig. 8, the performance of an asymmetric scheme employiltgver-bounded by that of the corresponding iterative coherent
SO-NSD with constituent decoders characterized\oy= 9 system, for an equal number of iterations. For ten iterations, the
andS = 128 is shown. Various levels of phase noise with siperformance loss of the noncoherent receiver with respect to that
decoder iterations are considered. As shown in the figure, fofrthe coherent one is about 0.3 dB at a BER of 10At low
a phase noise standard deviation dftbe performance loss is BER, the iterative noncoherent system outperforms the optimal
only 0.3 dB at a BER of about I0. It is interesting to note coherent detector for the single RSC code. This behavior, al-
that, for the considered range of BER values, the phase noisady observed in [22], [24], [25], [43], and [44], is related to
only affects the£, /Ny threshold above which convergencehe fact that the concatenation of a convolutional and a differen-
of the iterative process takes place—a larger phase noise tialscode, through interleaving, may generate a new code with
the effect of increasing this threshold. Incidentally, we notgetter performance, even if the differential encoder has a unitary
that the robustness of the proposed noncoherent algorithmséaing rate. This is due to the recursive nature of differential en-
phase noise is higher for lower values of phase meméryf coding. In fact, in a serial concatenation, an interleaver gain is
a specific application requires a high robustness, the propogessible only for a recursive inner code [16], [43], [44].
BCJR-type algorithm may be a proper option. In the second case, we consider the concatenation of a 4-state
Finally, we address the performance of the two proposed abnrecursive nonsystematic convolutional code with generators
gorithms when used to iteratively decode serially concatenaiggd = (7)s, Go = (5)s and rate 1/2, and a four-state RSC
codes. The extrinsic information at the input of the outer deode with generator&’; = (5)s, G» = (7)s and rate 1/2.
coder is considered as an update of the a priori probability (dihe 256x 256 nonuniform interleaver is used [15]. The perfor-
rect method); hence, this outer decoder acts as an SISO modusnce for various numbers of iterations, assuniihg- 3 and
[42]. On the other hand, the extrinsic information at the inpuV = 5, is shown in Fig. 10 and compared with that of the corre-
of the inner decoder is modeled as Gaussian. In the followirgponding coherent system. We again note that the performance
we present numerical results for the noncoherent BCJR-type@fl-the noncoherent receiver at each iteration is lower-bounded
gorithm. A similar performance may be obtained by means b¥ that of the corresponding iterative coherent system for the

SO-NSD. same number of iterations. For 18 iterations, the performance
In the first case, the overall code is composed of a concatess (V = 5) is about 0.7 dB at a BER of 10.
nation of the 16-state RSC code with generat@is= (37)g, The performance of the considered predetection scheme in

Gy = (21)g and rate 1/2, a 256 256 nonuniform interleaver Fig. 6 is now further investigated in view of the results in Fig. 9.
[15], and a differential encoder. The performance of the noncAs shown in Fig. 6, this receiver exhibits a loss of only 0.25 dB
herent BCJR-type algorithm is shown in Fig. 9 for various nunwith respect to a reference scheme which performs soft-output
bers of iterations (1, 3, and 10). The component noncoherent deherent predetection followed by turbo decoding. This result,
coder assumed = 4. For comparison, the performance of optheoretically analyzed in [23], shows the intrinsic limit of
timal coherent decoding of the RSC code and iterative cohersnhemes based on predetection and was not recognized in [20],
decoding of the overall code is also shown. As we may olhere the performance loss was erroneously interpreted as due
serve, the performance of the noncoherent receiver is obviouslythe noncoherent approach. An improved reference receiver
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10°

on the principle of SOVA. The approximations involved in the
derivation of the proposed detection algorithms make them
effective in coping with time-varying phase models. These
algorithms are well suited for iterative processing applications,
in which the refined input symbol probability estimates are fed
back to the demodulator.

Applications for combined detection and decoding of differ-
ential or convolutional codes have been considered and a com-
parison between the two algorithms has been performed. A per-
formance very close to that of corresponding coherent schemes
has been achieved in all the considered cases. Further applica-
tions to the noncoherent detection of turbo codes and serially
concatenated interleaved codes have also been considered. Nu-
\ merical results show that the proposed noncoherent turbo de-
A\ coding schemes exhibit a moderate performance loss with re-
> 0 1 > 3 2 5 spect to the corresponding coherent schemes. A specific inves-

Coherent

— - Noncoh. BCJR-type, N=3

.— Noncoh. BCJR-type, N=5
N

10™

BER

E,/N, [dB] tigation has shown a significant robustness of these noncoherent

schemes to phase noise.

Fig. 10. BER of the proposed detection scheme using the noncoherent
BCJR-type algorithm withV = 3 (dashed curves) an¥ = 5 (solid curves)

for the serial concatenation of two interleaved convolutional codes. For
comparison, the performance of iterative coherent decoding (dotted curves) is
also shown. The numbers of iterations are 1, 3, 6, and 18. [

was also considered in which the iteration process incorporateg]
a coherent predetection block. This scheme, where extrinsic
information is exchanged among the predetection block and®
the two component decoders, exhibits a further performancgy]
improvement of only 0.25 dB compared to the previously
described reference coherent scheme and confirms the intrinsif‘s]
limit of predetection schemes.

There are two possible alternative interpretations for this re-
sult. According to a first interpretation, differential encoding 6]
may render the overall concatenated code significantly worse
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