
1488 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 48, NO. 9, SEPTEMBER 2000

Noncoherent Iterative (Turbo) Decoding
Giulio Colavolpe, Student Member, IEEE, Gianluigi Ferrari, Student Member, IEEE, and

Riccardo Raheli, Member, IEEE

Abstract—Recently, noncoherent sequence detection schemes
for coded linear and continuous phase modulations have been
proposed, which deliver hard decisions by means of a Viterbi
algorithm. The current trend in digital transmission systems
toward iterative decoding algorithms motivates an extension
of these schemes. In this paper, we propose two noncoherent
soft-output decoding algorithms. The first solution has a structure
similar to that of the well-known algorithm by Bahl et al.(BCJR),
whereas the second is based on noncoherent sequence detection
and a reduced-state soft-output Viterbi algorithm.

Applications to the combined detection and decoding of differen-
tial or convolutional codes are considered. Further applications to
noncoherent iterative decoding of turbo codes and serially concate-
nated interleaved codes are also considered. The proposed nonco-
herent detection schemes exhibit moderate performance loss with
respect to corresponding coherent schemes and are very robust to
phase and frequency instabilities.

Index Terms—Iterative decoding, noncoherent decoding/detec-
tion, soft-input/soft-output algorithms, turbo (de)coding.

I. INTRODUCTION

NONCOHERENT detection of digital signals is an attrac-
tive strategy in situations where carrier phase recovery is

difficult. Most of the drawbacks of phase-locked loop (PLL) cir-
cuits, used to approximately implement coherent detection, may
be avoided by means of noncoherent detectors. Specifically, typ-
ical problems of PLLs such as false-locks, phase slips, or losses
of lock caused by severe fading, Doppler shifts, phase noise, or
oscillator frequency instabilities are simply by-passed.

In the technical literature, a growing effort has been recently
devoted toward the derivation of improved noncoherent detec-
tion or decoding schemes. Two main classes of algorithms have
been proposed.Multiple-symbol differential detection(MSDD)
[1]–[8] is based on maximum-likelihood detection of a block of
information symbols based on a corresponding block of signal
observations.Noncoherent sequence detection(NSD) [9]–[14]
approximates the optimal noncoherent maximum-likelihood se-
quence detection strategy in order to realize simple suboptimal
schemes based on the Viterbi algorithm (VA). In both cases, the
performance approaches that of ideal coherent detection. Al-
though the receivers presented in [1]–[14] may be used when
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channel codes are employed, they are not applicable when iter-
ative processing is required, as for turbo codes [15] or serially
concatenated interleaved codes [16].

The need for noncoherent decoding algorithms suited for it-
erative processing is mainly due to the fact that, for the peculiar
decoding process and typical operative signal-to-noise ratio of
turbo codes, phase-tracking schemes may deliver a highly unre-
liable phase estimate or require a systematic use of pilot symbols
to avoid tracking losses [17]–[19]. The first application of nonco-
herent decoding to turbo codes was proposed in [20], where the
outputofaconventionaldifferentialdetector isusedtofeedastan-
dard turbodecoder. In [21],anewreceiver forconvolutionallyen-
coded, interleaved and differentially encoded-ary phase-shift
keying ( -PSK) was proposed, based on an improved version
of MSDD in order to allow iterative decoding. An extension to
turbo codes was proposed in [22]. A theoretical analysis of this
concatenated code based on a cut-off rate bound was proposed
in [23] for noniterative decoding. The iterative noncoherent de-
coding of convolutionallyencoded -PSK signals was also con-
sidered in [24] and [25]. An algorithm similar to that proposed in
[24] was presented in [26]. Finally, an iterative algorithm specifi-
cally tailored for noisy-phase channels was proposed in [27]. The
study of noncoherent iterative detection techniques is also moti-
vated by a general information theoretic result which proves that
thecapacityofnoncoherentchannels isverysimilar to thatofcor-
responding coherent channels [28], [29].

In this paper, we propose two noncoherent soft-output de-
coding algorithms for coded linear modulations. The first algo-
rithm is derived from an approximation of a minimum symbol-
error probability decoder, with a structure similar to that of the
well-known algorithm by Bahlet al. (BCJR) [30]. While the
soft-output decoding strategy proposed in [21] and [22] may
be viewed as the equivalent of MSDD based on a minimum
symbol-error probability criterion, this algorithm is the min-
imum symbol-error probability counterpart of NSD [13], [14].
The second algorithm is based on NSD [13], [14], in which reli-
ability information about each symbol is obtained by means of a
soft-output VA (SOVA) [31]–[33]. Contrary to the first scheme
which operates under a minimumsymbolerror probability cri-
terion, this second proposed algorithm follows a minimumse-
quenceerror probability criterion. In order to perform itera-
tive processing, reliability information is heuristically obtained
using the SOVA principle. We remark that NSD, as proposed
in [13] and [14], incorporates reduced-state sequence detection
(RSSD) [34], [35] techniques; hence, the second proposed al-
gorithm combines the benefits of trellis-state reduction, use of
soft-outputs and enhanced noncoherent detection.

Applications to combined detection and decoding of differ-
ential or convolutional codes are considered. The algorithms are
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well suited for iterative processing applications and are explic-
itly employed for noncoherent decoding of turbo codes and se-
rially concatenated interleaved codes. Extensions to the case of
linear modulation with intersymbol interference (ISI) or con-
tinuous phase modulation may be dealt with using the methods
described in [13] and [14].

The paper is organized as follows. In the next section, we de-
scribe the assumed system model. A noncoherent BCJR-type
algorithm is proposed in Section III. A soft-output NSD algo-
rithm is introduced in Section IV. The use of these algorithms
in iterative decoding is considered in Section V. Numerical re-
sults are presented in Section VI, and conclusions are drawn in
Section VII.

II. SYSTEM MODEL

An information sequence , composed of independent
and identically distributed (i.i.d.) symbols belonging to an

-ary alphabet, is mapped into a code sequence by
means of some coding rule. The code sequence is further
mapped by a modulator into a time-continuous signal which
undergoes a phase rotationand is transmitted over an additive
white Gaussian noise (AWGN) channel with two-sided power
spectral density . The phase rotationis initially assumed
to be constant during the entire transmission and modeled as
an independent random variable with uniform distribution in
the interval . However, an approximation of memory
truncation is used, as in [13] and [14], which has the convenient
feature of allowing us to remove the constant phase assumption
and encompass time-varying phase models.

It may be easily shown that the sampled output of a filter
matched to the shaping pulse is a sufficient statistic for optimal
detection of the information sequence [13]. In the absence of
ISI, this sampled output may be expressed as

(1)

where are i.i.d. complex noise samples with independent
components, each with variance.

III. N ONCOHERENTBCJR-TYPE ALGORITHM

In the derivation of the algorithm, we assume that each infor-
mation symbol generates a single complex code symbol. How-
ever, a more general case may be easily dealt with by a vector
notation. This assumption is relative to the important cases of
trellis-coded modulation and differential encoding, whereas an
extended vector notation would be required for a convolutional
code. This assumption is adopted in order to simplify the fol-
lowing description of the algorithm.

We denote theobservationsequence corresponding to
transmitted code symbols by the vector . The minimum

symbol-error probability detection algorithm is

(2)

in which denotes a hypothetical information symbol,1

is the conditional probability density function of

1The superscript~ is used throughout to denote a hypothetical value.

the observation and is the a priori probability of the
information symbol . The quantities are
proportional to thea posterioriprobabilities of the
information symbols and may be regarded as soft-decisions
[15].

Let us denote by an encoder state and
, where is

an integer, a state which also partially takes into account
the channel phase memory. As in [13], [14], we refer
to as the phase memoryparameter. Since symbols

are uniquely determined by the
transition , we may express the conditional probability
density function of , assuming the transition
and a given value of the channel phase, as

(3)

and therefore (see also [2, eq. (9)]

(4)

where is the zeroth-order modified Bessel function of the
first kind.

The probability density function which appears in
(2) may be evaluated as

(5)

having exploited the independence ofand . Neglecting the
information on the channel phase in the discrete-time interval

obtainable from the knowledge of , we have

(6)
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This approximation is useful in the presence of a time-varying
channel phase.

Given state , there exist possible predecessor states
, each in a one-to-one correspondence with an information

symbol. We denote this information symbol by , where in-
teger depends on the code properties.2 Therefore, the transition

may also be determined by the couple ,
which we denote as . Defining

(7)

the soft-decisions may be expressed as

(8)

The probability density functions and
may be recursively computed by aforwardand

a backwardrecursion, respectively [30]. For , de-
noting by the couple equivalent to ,
we have

(9)

where the dependence of
on has been neglected and the fact that

2For a recursive code,a = a . For a non recursive code of
constraint length� and state defined as� = (a ; � � � ; a ), we have
a = a .

has been used.
Therefore, the forward recursion is

(10)

where

(11)

and

(12)

The probability density function may be re-
cursively computed in a similar fashion, according to

(13)

where, using the notation already introduced, is
the couple equivalent to . As in the original BCJR
algorithm, where and may be arbi-
trarily normalized.

Proper boundary conditions for the forward and the backward
recursions may be defined in terms of initial and final states of
the encoder [30]. In fact, if the receiver knows the initial encoder
state and the first transmitted symbols, the initial state

for the forward recursion is uniquely determined. Similarly,
the final state of the encoder and the last transmitted
symbols uniquely determine the final state of the receiver
for the backward recursion.

By careful and tedious algebraic manipulations, it can be
shown that the proposed algorithm reduces to the noncoherent
algorithm in [24] and [26], in the special case of differentially
encoded -PSK. However, the algorithm given here is more
general, being applicable to any coded linear modulation
format. Furthermore, as shown in Section V-A, this algorithm
is directly applicable to iterative decoding without an explicit
use of differential encoding, whereas the algorithm in [24] and
[26] is not.
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It is worth noting that reduced-search algorithms may be used
to decrease the overall complexity [36]. The so-called M-BCJR
and T-BCJR algorithms may reduce the computational effort in
this case, in which the increased number of states of the receiver
with respect to that of the encoder is due to the phase memory.
For the M-BCJR, the forward recursion on , which pro-
duces , is performed using only a fixed number of the largest
components of , whereas the others are set to zero. The
same method may be adopted in the backward recursion. In the
T-BCJR algorithm, all the components which fall below a given
threshold are set to zero. A further complexity reduction may
be obtained by operating in the logarithmic domain, in order to
avoid common numerical problems and reduce the number of
additions and multiplications [37].

Even using these methods of complexity reduction, the com-
putational effort required for the implementation of the non-
coherent BCJR-type algorithm is still heavy and exponentially
grows with . As a consequence, only small values ofmay
be adopted. For this reason, in the next section we propose an al-
ternative algorithm based on NSD and SOVA. Although SOVA
produces a simplified estimate of thea posterioriprobabilities
of the data symbols [31]–[33], the reduced complexity of this
decoding scheme allows the use of larger values of. As shown
in the numerical results, in some applications the benefit of in-
creasing the phase memory greatly compensates for the imper-
fect estimation of thea posterioriprobabilities.

IV. SOFT-OUTPUT NSD

In [13] and [14], noncoherent algorithms for combined de-
modulation and decoding of coded modulations have been pro-
posed, based on the VA with appropriate branch metrics, in
which the tradeoff between performance and complexity may be
controlled by means of the assumed phase memory parameter

and the level of state-complexity reduction. For increasing
values of , the performance of the optimal coherent detector
may be approached. On the other hand, the state-complexity of
these detection schemes may be limited by RSSD [34], [35].
This technique allows one to independently choose two parame-
ters: phase memory and number of trellis states. Hence, the
number of states may be limited without excessively reducing
the value of .

NSD schemes may be enhanced in order to deliver soft-out-
puts, by means of a SOVA [31]–[33]. The expression of the
branch metrics may be found in [13] and will be rederived in
the next section for the cases of interest [see (18)–(23)]. We use
the soft-output Viterbi decoder architecture proposed in [33] in
order to obtain a real-time scheme, whose complexity is roughly
doubled with respect to that of a classical Viterbi decoder.

In the next sections, we present examples of the application of
the proposed noncoherent BCJR-type algorithm and soft-output
NSD (SO-NSD) in iterative decoding schemes.

V. NONCOHERENTITERATIVE DEDODING

A. Parallel Concatenated Codes

A turbo encoder is the parallel concatenation of two simple
constituent encoders separated by anonuniforminterleaver [15].

Fig. 1. Schemes with noncoherent predetection using the proposed soft-output
noncoherent algorithms. (a) Transmitter. (b) Receiver.

Fig. 2. Receiver with combined detection and decoding for a turbo code of
rate 1/2.

The constituent codes are recursive systematic convolutional
(RSC) codes and puncturing is used to achieve the desired code
rate. The decoding process is based on a sub-optimal iterative
algorithm in which each component decoder takes advantage
of the extrinsic information produced by the other decoder at
the previous step. This iterative decoding process is made pos-
sible by employing soft-output component decoders. Using the
soft-output noncoherent algorithms introduced in the previous
sections, two schemes for noncoherent decoding of turbo codes
are considered.

In a first scheme, shown in Fig. 1, noncoherent detection is
separate from the decoding of the turbo code. For this purpose,
the code sequence is interleaved, by means of the block denoted
by in Fig. 1(a), and differentially encoded. At the receiver,
shown in Fig. 1(b), the detection is performed by means of one
of the described soft-output noncoherent algorithms, designed
to take into account differential encoding. The soft-output of this
noncoherent block is then deinterleaved, by the block denoted
by , and sent to a standard turbo decoder which provides
symbol decisions after the iterations necessary for the decoding
process. These iterations do not involve the soft-output nonco-
herent predetection block. The interleaver is placed before the
differential encoder in order to break up the dependence intro-
duced by the turbo code. Differential encoding is necessary for
noncoherent detection.

In a second scheme, combined noncoherent detection and
turbo decoding is performed. In this case, it is not necessary
to use differential encoding if the considered constituent RSC
codes are noncoherently noncatastrophic [11], [13]. As an ex-
ample, for a turbo code of rate 1/2 for the transmission of binary
symbols ( ) described in [15], the receiver
is shown in Fig. 2, where and denote the systematic
and redundant information, respectively. The role of switch S
in the figure will be explained below. The overall structure is
equal to that of the turbo decoder in [15], the only difference
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being in the constituent decoders, which may employ the non-
coherent BCJR-type algorithm or SO-NSD. These algorithms
operate in a slightly different fashion with respect to those de-
scribed in Sections III and IV. In fact, the described noncoherent
BCJR-type algorithm and SO-NSD assume that the input sig-
nals are all noncoherent. In turbo decoding, however, each com-
ponent decoder uses, in addition to the noncoherent channel
output, a soft-output generated by the other decoder. Hence, the
algorithms have to be modified in order to take into account this
additional input. Unlike the channel output, the signal generated
by each decoder is not affected by an unknown phase. For this
reason, this signal may be viewed as “coherent.” In Fig. 2, these
coherent signals are represented by dashed lines, whereas solid
lines indicate channel (noncoherent) outputs.

We denote by the input of a component decoder which has
been generated by the other decoder. As in [15], each component
decoder should calculate the logarithmic likelihood ratio of the
information symbol , i.e.,

(14)

where the word “inputs” refers to both the noncoherent channel
outputs and the soft-output produced by the other decoder. More
precisely, the noncoherent BCJR-type algorithm computes the
logarithmic likelihood ratios (14) on the basis of approximations
of thea posterioriprobabilities, as shown in Section III, whereas
SO-NSD outputs a sequence whose elements are approxima-
tions of the logarithmic likelihood ratios (14), according to the
SOVA principle.

The output of each component decoder is the extrinsic infor-
mation extracted from . In fact, a fundamental principle
of iterative decoding is not to feed a decoder with information
that originates from itself. Moreover, this choice leads to an in-
creased speed of convergence of the iterative process [15]. Since
the extrinsic information at the output of each decoder may be
considered as a “coherent signal,” each component decoder is
hybrid, in the sense that it has both coherent (denoted by)
and noncoherent (denoted by) inputs.

In the technical literature, there exist essentially two
methods for the use of the extrinsic information received
by each decoder. In the original paper on turbo codes and
iterative decoding [15], the input sequence extracted
from the reliability values of the information sequence ,
is modeled as Gaussian distributed. Specifically, it is as-
sumed that , where are independent,
zero-mean, real Gaussian random variables, with variance

and . In [15], it is noted that this Gaussian
assumption, although not satisfied for the first few iterations, is
a good approximation when the number of iterations increases.
The values of and are estimated for each data block and
each iteration. An alternative method, which does not require
an estimation of and , is proposed in [38] and [39]. In this
direct method, the extrinsic information at the input of the
considered decoder is used to extract a new estimate of the “a
priori” probabilities to be employed in the decoding step. A
unified interpretation of these two methods is presented in [40],
where it is shown that the second (direct) method is strictly
equivalent to the first one based on the Gaussian model if

. In the following, this Gaussian model is adopted
for illustration purposes. However, the direct method is also
considered in the numerical results.

For the proposed noncoherent BCJR-type algorithm, the gen-
eralization to the hybrid case is straightforward—the only mod-
ification consists of the term which has to take into
account the extrinsic information as a further coherent input.
As an example, let us consider the first decoder in Fig. 2, which
has two noncoherent inputs and and one coherent input

. The logarithmic likelihood ratio of this decoder
may be easily expressed as follows [15]:

(15)

where is the extrinsic information of symbol de-
fined as shown in (16), at the bottom of the page, and

(17)

in which and are se-

quences of channel outputs and is the ex-
trinsic information generated by the second decoder and fed
back to the first one. In (16), the couple corre-
sponds to the couple in the numerator and the
couple in the denominator.

For SO-NSD, the decoders are still hybrid. We assume that
the coherent input has a Gaussian probability density function

(16)
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with mean and variance . Considering the first component
decoder, the maximum-likelihood sequence detection strategy
corresponds to the maximization of the following metric:3

(18)

where is the number of transmitted information symbols,
is the sequence of information symbols,

and are the sequences
of channel outputs, corresponding to the encoded symbol
sequences and , received
by the first decoder (according to the puncturing pattern), and

is the extrinsic information generated by
the second decoder and fed back to the first one.

Noting that in a turbo code the transmitted symbols belong to
the alphabet and , the metric to be maximized
becomes

(19)

where the approximation , valid for large , has
been used. Proceeding as in [13] and [14], we may define a
partial sequence metric at theth signaling interval

(20)

and an incremental metric

(21)

3The expressionx � y denotes thatx andy are monotonically related quan-
tities.

By memory truncation [13], we obtain the following branch
metric:

(22)

Employing SO-NSD for both component decoders, it is difficult
to identify the extrinsic information embedded in the heuristic
reliability value generated by each decoder. Based on the
remarks in [41], it is logical to define the extrinsic information

as the difference between the generated soft-output
value and the coherent term present in , related to
the same information symbol, according to

(23)

We now comment on the role of switch S in Fig. 2. Depending
on its position, two schemes of noncoherent turbo decoding
may be obtained. In the first one, referred to asasymmetric, the
second soft-output decoder does not directly use the channel
outputs , suitably interleaved, related to the systematic
bits . This configuration may be obtained when
the switch S is in position “1.” A second scheme, referred to
assymmetric, may be obtained when the switch S is in position
“2.” The symmetric and asymmetric schemes are not equivalent
for both conceptual and practical reasons.

Except for channels with constant or slowly varying phase
over each data block, where both symmetric or asymmetric
schemes may be adopted, for a time-varying phase, only the
asymmetric scheme exhibits good performance. In fact, inter-
leaving the channel outputs in order to pass them to the
second component decoder may increase the phase difference
between successive symbols. Therefore, the performance of
the symmetric scheme necessarily degrades. On the contrary,
the asymmetric configuration is very robust with respect
to a time-varying phase, as will be shown in the numerical
results. For a channel phase constant over each data block, the
symmetric scheme allows us to obtain a better performance
because the second noncoherent component decoder operates
with a double number of noncoherent channel outputs and
hence, with a more refined implicit phase estimation4 [13],
[14]. This second component decoder is the bottleneck in the
asymmetric scheme and, for this reason, may require a larger
value of parameter and thus have larger complexity.

B. Serially Concatenated Codes

We now use the two proposed algorithms to realize an itera-
tive noncoherent decoding of serially concatenated interleaved
codes. More precisely, we consider two types of serial concate-
nation. In the first scheme, we consider a concatenated code

4If puncturing is used, the number of channel outputs used by the second
decoder may be more than doubled.
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Fig. 3. Iterative decoding of serially concatenated interleaved codes.

given by a convolutional code followed by a nonuniform in-
terleaver and a differential encoder [21]–[25]. The idea is that
the interleaved convolutionally encoded symbols feed, as a new
information sequence, the differential encoder. This allows the
separation of the noncoherent detector, which takes into account
the channel memory only, from the decoder of the convolutional
code. As a second scheme, we consider the concatenation of two
interleaved convolutional codes [16]. In fact, serially concate-
nated convolutional codes are emerging as an appealing alter-
native to the more classical turbo codes based on parallel con-
catenation.

The receiver is composed of two decoders concatenated by
a deinterleaver as shown in Fig. 3. The inner decoder is non-
coherent and utilizes the proposed algorithms. The output of
this decoder represents the reliability value of each symbol. The
outer coherent decoder uses a standard BCJR algorithm in order
to obtain the best reliability information. Since the inner decoder
operates on code symbols, the outer decoder has to provide the
a posteriori probabilities of these code symbols in order to re-
alize iterative decoding. For this reason, the outer decoder uses
the soft-input soft-output (SISO) module described in [42].

The structure of the resulting iterative scheme is composed
of an inner decoder which uses the noncoherent channel outputs
and, from the second iteration ahead, the reliability values
generated by the outer decoder. Based on the noncoherent
BCJR-type algorithm or SO-NSD, it computes reliability values
which approximate logarithmic likelihood ratios. The inner
decoder passes the extrinsic information, which is extracted
from these ratios, to the outer decoder. On the other hand, the
outer decoder feeds back the extrinsic information on code
symbols, which may be obtained as described in [42].

VI. NUMERICAL RESULTS

The performance of the proposed decoding algorithms is as-
sessed by means of computer simulations in terms of bit-error
rate (BER) versus , being the received signal energy
per information bit. Unless otherwise stated, the channel phase
is assumed constant. In order to assess the performance of the
proposed noncoherent BCJR-type algorithm, we initially con-
sider combined detection and decoding of a single code (hence,
no iterations are performed).

For differentially encoded binary PSK (BPSK), we consider a
receiver using the noncoherent BCJR-type algorithm with
. Fig. 4 shows the relevant performance and compares it with

that of optimal coherent and differential detection. We may note
that the performance of the proposed receiver is almost identical
to that of the optimal coherent detector. As an example of coded
BPSK, we consider the RSC code with 16 states, feedback and
feedforward generators5 and , respec-

5Octal representation.

Fig. 4. BER of the proposed noncoherent BCJR-type algorithm for BPSK with
differential encoding or a 16-state RSC code and comparison with a coherent
receiver.

Fig. 5. BER of the proposed noncoherent BCJR-type algorithm (black marks)
withN = 3 for differential encoded 16-QAM and comparison with a coherent
receiver and NSD schemes (white marks) of various complexity.

tively, and rate 2/3 obtained by means of puncturing, as used
in the turbo code presented in [15]. In this case, the use of dif-
ferential encoding is not necessary, since this code is nonco-
herently noncatastrophic. From Fig. 4, we observe that the pro-
posed receiver based on the noncoherent BCJR-type algorithm
with exhibits a negligible performance loss with respect
to coherent detection for values of greater than 2 dB.

The performance of the proposed receiver using the non-
coherent BCJR-type algorithm with is also assessed
for 16-point quadrature amplitude modulation (16-QAM)
employing quadrant differential encoding as described in [13].
In Fig. 5, it may be noted that the BER approaches that of
coherent detection with a loss of only 0.5 dB. A comparison
with NSD schemes of various complexity and a coherent
receiver is also performed. The complexity of NSD is related
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Fig. 6. BER of the proposed detection schemes using the noncoherent
BCJR-type algorithm with predetection (dotted-dashed curves), combined
detection and decoding (solid curves), coherent decoding (dashed curves) and
coherent predetection (dotted curves). The numbers of iterations are 1, 3, 6 and
18, in all cases.

to the phase memory and the number of trellis states[13].
In the receivers with the Viterbi processor degenerates
into a symbol-by-symbol detector with decision-feedback. In
the figure, curves labeled with two couples show the
similar performance of different receivers. We observe that
the proposed noncoherent BCJR-type algorithm has very good
performance.

In the above cases, the proposed noncoherent BCJR-type
algorithm would likely not be used due to the higher complexity
with respect to NSD schemes. This complexity may be justified
when a soft-output is necessary, i.e., when the algorithm is
employed in iterative decoding. Consider the turbo code of
rate 1/2, with 16-state RSC constituent codes with generators

, , the 256 256 interleaver described
in [15], and BPSK modulation. The RSC code is noncoherently
noncatastrophic. Therefore, differential encoding is not used
when combined noncoherent detection and turbo decoding
is performed. The performance of the considered schemes
using the noncoherent BCJR-type algorithm and SO-NSD
is now addressed. The extrinsic information is modeled as a
Gaussian random variable, as in Section V-A, or used to update
the a priori probabilities (direct method), as described in
[38]–[40]. In each case, the method giving best performance is
presented. Unless otherwise stated, the Gaussian model is used.

Numerical results for the noncoherent BCJR-type algorithm
are shown in Fig. 6 for various numbers of iterations (1, 3,
6, and 18, in all cases). A value of is used for the
noncoherent predetection block of Fig. 1 and each hybrid
soft-output decoder of Fig. 2. The direct method is used in
the combined scheme only. A performance loss of about 3 dB
at a BER of 10 is exhibited by the predetection scheme
in Fig. 1 with respect to coherent combined decoding. This
predetection scheme exhibits a loss of only 0.25 dB with
respect to a reference scheme which performs soft-output co-
herent predetection followed by turbo decoding. This reference

Fig. 7. BER of the proposed receivers using SO-NSD with combined
detection and decoding for asymmetric (dotted curves) and symmetric (dashed
curves) schemes. The numbers of iterations are 1, 3, 6, and 18 in both cases.
The performance for coherent decoding (solid curve) and 18 iterations is also
shown.

scheme is obtained by substituting the predetection block based
on the noncoherent BCJR-type algorithm, with a coherent
BCJR algorithm operating on the differential encoder trellis
(see also [24], [43], and [44] for a similar decoding scheme).
An improvement of about 1 dB is achieved using noncoherent
combined detection and decoding according to Fig. 2 and the
asymmetric scheme (switch S in position “1”). Considering the
performance of the single component decoder in Fig. 4, the
remaining performance loss of this combined scheme appears
to be related to the threshold above which the single
component decoders perform well.

The performance of SO-NSD with combined detection and
decoding is shown in Fig. 7 for the same turbo code, using the
direct method. Both asymmetric (switch in position “1”) and
symmetric (switch in position “2”) schemes are considered. For
the asymmetric scheme, the constituent decoders have
and , whereas in the symmetric scheme these values
are and . For comparison, the performance for
coherent decoding and 18 iterations is also shown. At a BER of
10 , the performance loss with respect to coherent decoding
is about 0.7 dB for the symmetric scheme and 1.1 dB for the
asymmetric scheme. The specific choices of parametersand

correspond to levels of complexity such that the computer
simulation time is of the order of that necessary for the nonco-
herent BCJR-type algorithm with . A comparison of the
proposed noncoherent BCJR-type and SO-NSD algorithms for
equal values of shows a superiority of the first scheme. Using
SO-NSD, however, the performance may be greatly improved
with respect to that of the noncoherent BCJR-type algorithm,
due to the allowed larger values of.

As mentioned in Section II, the assumption of a channel
with a constant phase over each data block, used in the
derivation of the algorithms, may be removed for the asym-
metric scheme. Considering the presence of phase noise,
modeled by a time-continuous Wiener phase process with
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Fig. 8. BER of the proposed detection scheme using SO-NSD with combined
detection and decoding for various levels of phase noise. The number of
iterations is 6.

incremental variance over a signaling interval equal to,
we investigated the robustness of the proposed algorithms. In
Fig. 8, the performance of an asymmetric scheme employing
SO-NSD with constituent decoders characterized by
and is shown. Various levels of phase noise with six
decoder iterations are considered. As shown in the figure, for
a phase noise standard deviation of 5the performance loss is
only 0.3 dB at a BER of about 10. It is interesting to note
that, for the considered range of BER values, the phase noise
only affects the threshold above which convergence
of the iterative process takes place—a larger phase noise has
the effect of increasing this threshold. Incidentally, we note
that the robustness of the proposed noncoherent algorithms to
phase noise is higher for lower values of phase memory. If
a specific application requires a high robustness, the proposed
BCJR-type algorithm may be a proper option.

Finally, we address the performance of the two proposed al-
gorithms when used to iteratively decode serially concatenated
codes. The extrinsic information at the input of the outer de-
coder is considered as an update of the a priori probability (di-
rect method); hence, this outer decoder acts as an SISO module
[42]. On the other hand, the extrinsic information at the input
of the inner decoder is modeled as Gaussian. In the following,
we present numerical results for the noncoherent BCJR-type al-
gorithm. A similar performance may be obtained by means of
SO-NSD.

In the first case, the overall code is composed of a concate-
nation of the 16-state RSC code with generators ,

and rate 1/2, a 256 256 nonuniform interleaver
[15], and a differential encoder. The performance of the nonco-
herent BCJR-type algorithm is shown in Fig. 9 for various num-
bers of iterations (1, 3, and 10). The component noncoherent de-
coder assumes . For comparison, the performance of op-
timal coherent decoding of the RSC code and iterative coherent
decoding of the overall code is also shown. As we may ob-
serve, the performance of the noncoherent receiver is obviously

Fig. 9. BER of the proposed detection scheme using the noncoherent
BCJR-type algorithm withN = 4 (dashed curves) for the serial concatenation
of a convolutional code, an interleaver and a differential encoder. For
comparison, the performance of iterative coherent decoding (dotted curves)
and optimal coherent decoding of the single convolutional code (solid curve) is
also shown. The numbers of iterations are 1, 3, and 10.

lower-bounded by that of the corresponding iterative coherent
system, for an equal number of iterations. For ten iterations, the
performance loss of the noncoherent receiver with respect to that
of the coherent one is about 0.3 dB at a BER of 10. At low
BER, the iterative noncoherent system outperforms the optimal
coherent detector for the single RSC code. This behavior, al-
ready observed in [22], [24], [25], [43], and [44], is related to
the fact that the concatenation of a convolutional and a differen-
tial code, through interleaving, may generate a new code with
better performance, even if the differential encoder has a unitary
coding rate. This is due to the recursive nature of differential en-
coding. In fact, in a serial concatenation, an interleaver gain is
possible only for a recursive inner code [16], [43], [44].

In the second case, we consider the concatenation of a 4-state
nonrecursive nonsystematic convolutional code with generators

, and rate 1/2, and a four-state RSC
code with generators , and rate 1/2.
The 256 256 nonuniform interleaver is used [15]. The perfor-
mance for various numbers of iterations, assuming and

, is shown in Fig. 10 and compared with that of the corre-
sponding coherent system. We again note that the performance
of the noncoherent receiver at each iteration is lower-bounded
by that of the corresponding iterative coherent system for the
same number of iterations. For 18 iterations, the performance
loss ( ) is about 0.7 dB at a BER of 10.

The performance of the considered predetection scheme in
Fig. 6 is now further investigated in view of the results in Fig. 9.
As shown in Fig. 6, this receiver exhibits a loss of only 0.25 dB
with respect to a reference scheme which performs soft-output
coherent predetection followed by turbo decoding. This result,
theoretically analyzed in [23], shows the intrinsic limit of
schemes based on predetection and was not recognized in [20],
where the performance loss was erroneously interpreted as due
to the noncoherent approach. An improved reference receiver
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Fig. 10. BER of the proposed detection scheme using the noncoherent
BCJR-type algorithm withN = 3 (dashed curves) andN = 5 (solid curves)
for the serial concatenation of two interleaved convolutional codes. For
comparison, the performance of iterative coherent decoding (dotted curves) is
also shown. The numbers of iterations are 1, 3, 6, and 18.

was also considered in which the iteration process incorporates
a coherent predetection block. This scheme, where extrinsic
information is exchanged among the predetection block and
the two component decoders, exhibits a further performance
improvement of only 0.25 dB compared to the previously
described reference coherent scheme and confirms the intrinsic
limit of predetection schemes.

There are two possible alternative interpretations for this re-
sult. According to a first interpretation, differential encoding
may render the overall concatenated code significantly worse
than the original turbo code. In fact, by adding an interleaver
and a differential encoder a new code is obtained, whose per-
formance may be intuitively worse than that of the “practically
optimal” turbo code described in [15]. This interpretation does
not contradict the results obtained in Fig. 9 and [24], [43], and
[44] for the concatenation of a differential encoder and a con-
volutional encoder, where the resulting code is better than the
simple convolutional code. According to a second interpreta-
tion, the overall concatenated code may indeed be no worse6

than the original turbo code, but for this specific concatenation
the iterative decoding process may fail. This second interpreta-
tion was suggested in [45].

VII. CONCLUSIONS

In this paper, two noncoherent soft-output detection al-
gorithms have been proposed. The first one, the so-called
noncoherent BCJR-type algorithm, is an approximation of a
minimum symbol-error probability decoder under the assump-
tion of a constant and uniformly distributed channel phase.
The second proposed algorithm is a soft-output version of
NSD, and generates a heuristic reliability information, based

6The overall code cannot be appreciably better than the original turbo code,
whose performance is close to the theoretical limit.

on the principle of SOVA. The approximations involved in the
derivation of the proposed detection algorithms make them
effective in coping with time-varying phase models. These
algorithms are well suited for iterative processing applications,
in which the refined input symbol probability estimates are fed
back to the demodulator.

Applications for combined detection and decoding of differ-
ential or convolutional codes have been considered and a com-
parison between the two algorithms has been performed. A per-
formance very close to that of corresponding coherent schemes
has been achieved in all the considered cases. Further applica-
tions to the noncoherent detection of turbo codes and serially
concatenated interleaved codes have also been considered. Nu-
merical results show that the proposed noncoherent turbo de-
coding schemes exhibit a moderate performance loss with re-
spect to the corresponding coherent schemes. A specific inves-
tigation has shown a significant robustness of these noncoherent
schemes to phase noise.
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