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The research activity in the field of wireless mesh networks (WMNs) has been 
extremely active in the past years, leading to the design and implementation of dif-
ferent protocols and architectures. Moreover, due to their flexibility, WMNs have 
often been considered for Internet of things (IoT) applications, in order to provide 
seamless connectivity in scenarios where traditional infrastructure- based connectiv-
ity is not available (e.g., rural or industrial areas). In this chapter, an IoT- oriented 
mesh infrastructure for WMNs, based on the Better Approach To Mobile Ad- Hoc 
Networks (B.A.T.M.A.N.) protocol, is presented, with the aim to support mobility 
of nodes and also to allow the integration of non- mesh IoT nodes, enabling them to 
access the network and transmit data collected from the environment in a “transpar-
ent” way.

4.1  Introduction

In the context of networking, an important role is played by WMNs, in which 
the nodes can dynamically connect to each other through multi- hop communica-
tions. This enables the mobility of the nodes composing the backbone of the WMN  
itself [1]. Moreover, due to the absence of a static infrastructure, the network topol-
ogy can evolve: for instance, nodes can be dynamically added, removed, or dis-
placed, still guaranteeing connectivity. Therefore, the network deployment phase is 
faster and less expensive than that of centralized or infrastructure- based networks. 
This makes WMNs very attractive for IoT scenarios [2, 3].

The above characteristics highlight how WMNs are one of the more flexible and 
scalable networks approached for smart scenarios in large areas (e.g., smart agriculture 
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monitoring [4, 5]). In fact, over the past years, the potential of WMNs has continu-
ously grown, becoming a reality in several scenarios. Thanks to the ease of deploy-
ment and scalability, several mesh networks, based on various radio technologies 
(besides Wi- Fi), have found applications in military, industrial, public safety, surveil-
lance, and distributed sensing scenarios [6–10]. In general, WMNs are attractive when 
the geographic area that needs to be covered is not easily accessible and/or traditional 
connectivity strategies are not economically convenient or practically feasible [11].

In this chapter, we describe a WMN where the backbone is composed of 
different wireless mesh nodes based on IEEE 802.11 standard and on Raspberry 
Pi (RPi) 3 model B [12] nodes. The network allows external (non- mesh) nodes 
to join and also supports mobility for both mesh and non- mesh network nodes. 
The proposed infrastructure, due to its flexibility, can be used in several IoT sce-
narios to collect data through the use of mobile nodes—equipped with sensors 
and/or actuators—that move in the monitored area and access the network to 
transmit collected information or to execute received commands. Each mobile 
node, implemented using an RPi 3 model B, is not part of the mesh network but 
uses the mesh backbone as a client and is unaware of the internal organization 
of the WMN itself. Relying on the approach proposed in [13], the nodes com-
posing the backbone of the WMN have two different IEEE 802.11 interfaces in 
order to separate the backbone tier from the network access tier. Moreover, the 
B.A.T.M.A.N. version IV routing algorithm [14], which is natively available in 
the Linux kernel, has been chosen to route the traffic inside the backbone net-
work. This algorithm has been developed by the German Freifunk community to 
overcome the limitation of the optimized link state routing protocol [15] and is 
specifically designed to fit WMN scenarios.

The rest of this chapter is organized as follows. In Section 4.2, a background 
describing the most relevant protocols and standards adopted in building mesh net-
works is provided. Section 4.3 is devoted to the detailed description of the proposed 
WMN implementation and a preliminary experimental setup. Finally, in Section 4.4 
we draw our conclusions, highlighting possible applications, in the field of IoT, of 
the proposed architecture.

4.2  Background

4.2.1   IEEE 802.11s basics
The demand for larger wireless infrastructures has led, in the past decade, to the 
development of an amendment of the IEEE 802.11 standard [16] specifically 
designed for Wi- Fi mesh networking, denoted as IEEE 802.11 seconds [17], 
which introduces new frame forwarding and routing capabilities at the MAC 
layer, together with new inter- networking and security techniques, in order to sup-
port mesh capabilities. The IEEE 802.11 seconds standard does not change L1 
(PHY layer) of IEEE 802.11 but just modifies L2 (MAC layer). The most impor-
tant novelty introduced is that the traffic routing is performed at L2 instead of L3  
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(network layer) so that nodes in the network can have direct knowledge of their 
“radio neighborhood.”

In an IEEE 802.11 seconds mesh network, also named as mesh basic service 
set (MBSS), there are different logical components. Besides a sufficient number of 
“mesh stations” (mesh STAs), there are other mesh points (MPs) with augmented 
functionalities. While one type of enhanced MPs, denoted as mesh Access Points 
(MAPs), acts as APs for classical IEEE 802.11 stations, there exist other compo-
nents, denoted as mesh portal points (MPPs), performing as gateways (GWs) toward 
an external (typically wired) network. Therefore, each entity composing the mesh 
network relies on a specific ISO/OSI stack implementation. Moreover, only mesh 
STAs have mesh functionalities (e.g., formation of the MBSS, path selection, and 
forwarding); thus, a mesh STA is not a member of an independent BSS (IBSS) or 
an infrastructure BSS, with mesh STAs not directly communicating with non- mesh 
STAs. In order to enable communication between mesh BSS and other BSSs, in fact, 
a mesh node can communicate with non- mesh nodes through the distribution system 
using the mesh gate, which is the logical component that enables the integration 
between mesh BSS and infrastructure BSS. In order to enable also the communica-
tion between the mesh BSS and non- IEEE 802.11 local area networks (LANs), such 
as wired LANs, another logical component is used, namely the portal. In the fol-
lowing, we assume that non- mesh nodes can communicate with mesh STAs through 
the MAPs.

4.2.2   IEEE 802.11s routing algorithm
One of the key aspects of a WMN is the traffic organization process handled by the 
specific routing protocol chosen for the WMN itself. The goal of that routing proto-
col is to discover and manage the best routes connecting pairs (or, more generally, 
groups) of nodes, according to one or more link- or route- based metrics (e.g., hop 
number, link quality, throughput). Moreover, inside a mesh network, all the devices 
should use the same path metric and routing protocol and, to this end, IEEE 802.11 
seconds defines a default behavior for both, which, however, can be replaced by 
other custom solutions. The default metric, called “airtime metric,” indicates the 
total cost of a link by taking into account some parameters (such as data rate, over-
head, or frame error rate) measured by transmitting a 1 kbyte frame. The default 
routing algorithm is the hybrid wireless mesh protocol [18], based on the Ad- hoc 
On- demand Distance Vector protocol [19] combined with a proactive tree- based 
solution, in which a mesh station (typically acting as MPP) propagates routing mes-
sages to all mesh stations in order to establish and maintain the links.

4.2.3  B.A.T.M.A.N.
B.A.T.M.A.N. advanced (batman- adv in the following) is a proactive L2 routing 
protocol for WMNs and, namely, the “wireless” version of the B.A.T.M.A.N. proto-
col (originally designed for wired networks), which also supports roaming of mobile 
nodes [20]. More in detail, it keeps the information about the existence of nodes in 
the mesh network that are accessible via single- hop or multi- hop communication 
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links. The batman- adv approach consists in allowing each node to determine, for 
each destination in the mesh network, its best next- hop, which can be identified as 
a GW to communicate with the destination node without requiring the knowledge 
of the complete route. In this way, there is no need for transmitting and keeping 
information about the whole topology at each node, as each node performs routing 
independently of the other ones. Therefore, each node needs to keep updated for 
each destination, the best next- hop; this significantly reduces the amount of control 
traffic and makes synchronization faster. Therefore, such behavior is similar to that 
specified by the software- defined networking (SDN) paradigm [21, 22], in detail 
looking at the data plane, where network nodes do not need to take care of the whole 
network topology—to be known only by the SDN controller(s) at the control plane 
and on which all the traffic- related decisions (e.g., based on Traffic Engineering 
strategies [23, 24]) will be taken.

In the version used in this chapter, B.A.T.M.A.N. IV [25], in order to perform 
the discovery of its neighbors, every B.A.T.M.A.N.-based node periodically broad-
casts an OriGinator message (OGM), corresponding to a 12  byte UDP payload (for 
a total packet size equal to  52  bytes, including IP and UDP headers). The OGM has 
relevant information, such as a sequence number which is used to (i) distinguish 
new OGMs, (ii) guarantee that OGMs are not counted twice, and (iii) discover if a 
neighbor is a GW toward Internet or not. At the same time, by sending OGMs, each 
node informs its link- local neighbors about its existence [14].

Having to maintain B.A.T.M.A.N. as light as possible, each B.A.T.M.A.N.-
based packet is encapsulated into a single UDP packet and consists of an OGM and 
zero or more attached Host Network Announcement (HNA) messages—HNA is a 
message type used to announce a GW to a network. The formats of the OGM and 
the HNA message are shown in Figure 4.1a and b, respectively.

As the default path metric, B.A.T.M.A.N. uses the transmission quality (TQ) 
metric, based on expected transmission count [26], to find a trade- off between a 
short (in terms of hops) route and a (potentially) long route with good links. During 

Figure 4.1   Packet formats: (a) OGM message and (b) HNA message
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OGMs’ broadcasting, a node also counts the OGMs received from a given neigh-
bor: this value is denoted as receive quality (RQ) and its calculation takes place 
considering a sliding window of  64  bits (which leads to 264  possible entries). The 
sliding window keeps track of the last received sequence numbers of OGMs and the 
current received from each node in the network. The in- window sequence numbers 
are those that fit in the window below the current sequence number. If an out- of- 
range sequence number is received, it is set as the current sequence number and the 
sliding window is moved accordingly. Sequence numbers that are no longer in the 
sliding window are deleted. Neighbors rebroadcast received OGMs so that nodes 
more than one hop away get information about the existence of far nodes, as shown 
in Figure 4.2. In order to avoid overcrowding the network, each node resends only 
OGMs received from its neighbor with the best TQ metric.

In particular, a B.A.T.M.A.N.-enabled node evaluates the TQ metric of a generic 
neighbor  i  as the fraction of its OGMs that are correctly received by this neighbor 
as follows:

 TQ = EQ
RQ  (4.1)

where echo quality (EQ) corresponds to the number of received broadcasts of its 
own messages within the sliding window. Finally, the best hop is determined by 
applying penalties for asymmetric links and taking into account the number of hops 
needed to reach the destination node.

4.3  Mesh network implementation

Our goal is to carry out an experimental evaluation of a WMN which (i) relies on a 
mesh backbone composed of B.A.T.M.A.N.-based nodes, (ii) allows the integration 
of non- B.A.T.M.A.N.-enabled devices as external clients that communicate with 
both mesh and non- mesh nodes, and (iii) allows the mobility of these external cli-
ents. In the proposed IoT- like architecture, the mobile nodes are non- B.A.T.M.A.N. 
devices—in detail, based on RPi boards—equipped with sensors or actuators and 
aiming at collecting data or executing commands using the WMN infrastructure to 
send and receive information. Moreover, the MPP and MAPs are implemented using 
an RPi 3 board, which embeds a Quad Core @  1.2  GHz Linux- based Single- Board 
Computer with 1  GB RAM and on- board IEEE 802.11b/g/n interface.

Figure 4.2   OGM rebroadcasting process
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Focusing on the network topology, the overall IoT architecture is com-
posed of two network tiers: the B.A.T.M.A.N.-based mesh backbone network,  
composed of four MAPs and one MPP; and a set of non- B.A.T.M.A.N.-based 
(namely, mesh- unaware) client nodes which can be used to collect data of interest 
from the deployment environment.

4.3.1   Proposed mesh backbone network
The backbone network, as shown in Figure 4.3, is composed of an MPP and one or 
more MAPs, all implemented on top of RPi boards. The MPP, acting as a GW, is 
the only node with a direct connection to the Internet (through an Ethernet cable) 
and has a single wireless interface, denoted as bat0, which is reserved to execute 
B.A.T.M.A.N. and to build the backbone network among all MAPs.

MAPs, instead, are “completely wireless” nodes equipped with the built- in 
IEEE 802.11 interface and an external IEEE 802.11 dongle—in other words, they 
have two IEEE 802.11 interfaces. Moreover, since a key goal of the proposed archi-
tecture is the support of the roaming functionality of a mobile node among the back-
bone nodes, the MPP is the only node running a DHCP server, whose aim is to 
distribute IP addresses to mesh- unaware nodes, regardless of their connection point. 
More in detail, the IP addresses’ distribution is carried out through the presence of 
some specific daemons, namely DHCP relays, running on the access interface of the 
MAPs. In this way, when a new client joins the network and asks for an IP address, 
the request is forwarded to the MPP, which releases a new IP address and sends it 
back to the requester. In Table 4.1, the network configurations of a B.A.T.M.A.N. 
MPP and a generic MAP are shown, with reference to IP classes in which they are 
reachable and the services that will run on their network interfaces.

In order to enable connectivity to external mobile clients, each MAP node 
runs (i) a hostapd daemon on its wlan1 interface, turning this network interface 

Figure 4.3   Multi- hop mesh network architecture
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into an AP and an authentication server, and (ii) a DHCP relay, operating through 
the dhcp- helper daemon, which is used to dynamically assign IP addresses to 
external clients. Furthermore, the DHCP requests are forwarded from wlan1 to 
the bat0 interface and, once the request reaches bat0, it is finally sent to the DHCP 
server following the proper multi- hop route foreseen by the B.A.T.M.A.N. pro-
tocol. More in detail:

 • the DHCP client broadcasts the packets in the subnet 192.168.2.0/24 generated 
through the hostapd daemon;

 • the DHCP relay agent receives the broadcast and transmits it to  
the DHCP server(s) using a unicast transmission, thus being able to route the 
DHCP request to other DHCP servers not strictly in the same local network;

 • the DHCP relay agent stores its own IP address in the giaddr field of the DHCP 
packet, as shown in Figure 4.4, and specifies, through the option82 field [27], 
that the request is coming from the subnet 192.168.2.0/24 in such a way that the 
DHCP server can lease the proper address.

As previously introduced, in the proposed B.A.T.M.A.N.-based mesh network, 
external nodes, potentially mobile, can use the mesh backbone as external clients, 

Table 4.1    Backbone mesh network configuration

Interface Network IP Class Services

MPP eth0 LAN 192.168.1.0/24 _
bat0 Mesh 192.168.3.0/24 DHCP server, 

batctl
MAP bat0 Mesh 192.168.4.0/24 DHCP relay, batctl

wlan1 Access 192.168.2.1 hostapd

Figure 4.4   DHCP relay message exchange
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in order to reach the Internet or communicate with other nodes. In the proposed 
architecture, these nodes have to simply connect to the Wi- Fi network generated 
through the wlan1 interface of the nearest MAP. Due to the presence of DHCP man-
agement functionalities, external B.A.T.M.A.N.-unaware clients are able to connect 
in a seamless way, without performing any additional configuration or installing 
specific software.

The main fields of the DHCP messages are the following:

 • chaddr, containing the MAC address of the client requesting the IP address;
 • ciaddr, containing the IP address of the client, which is 0.0.0.0 in the case that 

the client has no IP address;
 • giaddr, containing the IP address of the GW, namely the DHCP agent relaying 

requests from the client;
 • yiaddr, containing the IP address leased for the client.

The most relevant fields are chaddr and giaddr, which are used to forward the 
DHCP requests and the DHCP responses in a proper way. In particular, a MAP uses 
the chaddr to understand which client is the destination of the DHCP response con-
taining the leased IP address. The DHCP server uses the giaddr to determine the sub-
net from which the DHCP relay agent received the broadcast, then allocates an IP 
address to this subnet. When the DHCP server replies to the client, it sends the reply 
to the giaddr address, again using a unicast transmission, as shown in Figure 4.5. 
The message is then routed to the correct node, eventually following a multi- hop 
route. Then, the DHCP relay agent retransmits the response to the local network.

In order to properly route the traffic arriving from external non- mesh clients, 
as well as to allow them to connect to the Internet, the following routing rules have 
been defined for MPP and MAPs.

With regard to the MPP:

Figure 4.5   DHCP response
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 • the traffic outgoing to the wired network (through eth0) is NATted, flowing 
outside the wireless network with only one public IP address, namely the IP 
address of the eth0 interface statically assigned by the network administrator;

 • the traffic coming from bat0 is sent to eth0;
 • the traffic coming from eth0 is sent to bat0 only for already established traffic 

flows.

With regard to the MAPs:

 • the traffic outgoing to the backbone with source address 192.168.2.0/24 is sent 
through bat0 and is NATted in order to flow outside with only one IP address, 
namely the IP address of the bat0 interface of the considered MAP;

 • all the traffic coming from wlan1 to bat0 is accepted;
 • the traffic coming from bat0 and with destination address 192.168.2.0/24 is 

accepted only for already established traffic flows;

In order to test the performance of the proposed IoT mesh architecture, some 
connection tests have been performed in an indoor environment, as shown in 
Figure 4.6. More in detail, the experimental setup includes six double- interface Wi- 
Fi nodes, deployed in different rooms of the building and configured as follows:

 • one MPP node connected to the Internet through the eth0 and a B.A.T.M.A.N. 
interface, to communicate with the mesh backbone;

 • four MAP nodes, each one located in a different room;
 • one mobile node moving on a path that enters and exits from all the 4  covered 

rooms.

Figure 4.6    Experimental setup scenario. The B.A.T.M.A.N. interfaces are 
represented in red color, while regular wireless interfaces are 
represented in black.
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The described deployment has been chosen to experimentally verify the roam-
ing activity of the mobile node, which can thus connect to the network in a seamless 
and transparent way (as well as it happens, on high layers, to IoT nodes joining Web 
of Things contexts [28]) and be completely unaware of the mesh network infrastruc-
ture existing “behind the surface” of the publicly available Wi- Fi network.

4.4  Conclusions and application scenarios

In this chapter, we have proposed a WMN architecture based on the B.A.T.M.A.N. 
protocol, supporting the integration of non- B.A.T.M.A.N. external mobile clients 
for seamless IoT mobile sensing. In detail, the proposed mesh backbone allows 
external mesh- unaware clients to connect and send their collected data toward  
Wi- Fi clients in a transparent way, thus allowing to extend the normal Wi- Fi coverage 
with a multi- hop approach. To this end, the first experimental results obtained with 
a preliminary setup (composed of six IoT nodes) in an indoor environment seem to 
be promising, highlighting the flexibility of the proposed approach. Therefore, this 
mesh- oriented architecture seems to be suitable for several IoT applications, where 
traditional connectivity strategies are not employable or not economically suitable.

Looking at alternative scenarios in which such a mesh- oriented architecture may 
fit and be useful for extending the coverage from indoor to outdoor contexts, one 
example can involve the smart agriculture and rural areas- monitoring scenarios. To 
this end, IoT- like technologies and paradigms are nowadays rising a certain interest 
from different “players” in this field (e.g., technology developers, system integra-
tors, and farmers) and is used for real- time data collection and actuation, as shown 
in Figure 4.7. Therefore, farmers can make conscious decisions on the basis of 
data sensed from their agricultural fields (e.g., soil temperature and humidity, wind 
speed, soil moisture, pH value [29]). Then, due to their geographical extension and 
the presence of natural obstacles, in rural areas, the deployment of a WMN can be 
the best solution to provide connectivity. Moreover, in order to reduce infrastructure 
costs, the use of mobile nodes (such use drones [30], as shown in Figure 4.8) to peri-
odically perform environmental data collection campaigns and surveillance activi-
ties in the monitored area, joining the mesh network as a mobile external client, can 
represent another example fitting the characteristics of these networks. Finally, other 
possible mobile nodes can be represented by tractors, animals, or other entities that 
need to be monitored.

Another relevant scenario that can take advantage of the proposed architecture 
involves smart industries and smart infrastructures. In particular, our approach can be 

Figure 4.7  Smart agriculture application scenario
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beneficial for all those large industrial environments where, due to their geographi-
cal peripheral position, as well as the presence of obstacles, it is not possible to rely 
on cellular networks or standard Wi- Fi connectivity, as well as on the adoption of 
alternative long- range low data- rate wireless protocols (e.g., LoRa and LoRaWAN). 
Therefore, as shown in Figure 4.9, the possibility to deploy the proposed WMN net-
work can allow a data collection in different manufacturing areas, through both fixed 
nodes (e.g., sensors linked to machines) and mobile nodes (e.g., industrial vehicles 
moving inside the manufacturing plants and environments). Finally, the dataset built 
from these monitoring campaigns can then be used to perform high- level activities 
based on these data, such as predictive maintenance, failure prevention, quality con-
trol, and so on.

Finally, on the basis of the heterogeneity of the illustrative reference scenarios 
and contexts, it would be interesting to analyze how such mesh- oriented environ-
ments would evolve in the presence of a large amount of involved (mesh- aware and 
non- mesh) devices (e.g., through network emulators [31–33]), as well as analyzing 
the data generated by them (to be processed locally or outsourced to external entities 
through Edge and Cloud Computing paradigms [34, 35]).

Figure 4.8    Application scenario involving flying drones communicating and 
collecting data from the environment

Figure 4.9   Smart industry application scenario
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