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Data Integration in a Smart City: 
A Real Case

L. Davoli, L. Belli, A. Dall’Olio, F. Di Nocera, P. Adorni, 
A. Cantelli and G. Ferrari

this chapter we discuss a modular and scal-
able approach to handle IoT-based data col-
lection and management in a real smart city 
case, namely, that of the city of Parma, Italy. 
The proposed IoT infrastructure, the core 
component of which is a logical processing 
entity, acting as middleware and denoted as 
“city2i®,” in charge of “digesting” the hetero-
geneous information generated by multiple 
data sources, allows the municipality to mon-
itor the city status (from multiple perspec-
tives) and to highlight “hidden” correlations 
among collected data.

1  Introduction

In recent years, the concept of smart city 
has been rapidly spreading, in connection 
with numerous urban contexts and particu-
larly with the application of Information and 
Communication Technologies (ICTs). This 
is enabled by the cooperation of academic 
and industrial worlds, together with govern-
ments, institutions and citizens. From a gen-
eral perspective, a smart city is a city that aims 
at becoming more livable, sustainable, and 
attractive for both citizens and potential visi-
tors [1]. This goal requires the municipality 
to consider the involvement of different enti-
ties (such as businesses, multi-utility compa-
nies, public transport, and other service-related 
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Abstract

The introduction and continuous integration 
of Internet of Things (IoT)-oriented technolo-
gies in urban environments leads to enhanced 
solutions in several domains (such as mobil-
ity, health, energy management, environ-
mental monitoring, etc.), thus making a city 
“smart” and ultimately benefiting the eve-
ryday life of its citizens. As IoT systems are 
widely known to be producers of (often a 
very large amount of) heterogeneous data, in 
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set of communication technologies and different 
network architectures may be adopted, aiming at 
guaranteeing reliability and efficiency depend-
ing on the specific features of the services to 
be provided to citizens. In most cases, connec-
tivity among IoT devices is guaranteed through 
flexible and low-cost wireless connections, 
e.g., through wireless mesh networks [9–11]. 
Generally, wireless short-range communica-
tion technologies are preferable when end-to-
end communications are not possible because 
of power limitations or physical obstacles. In 
these cases, multi-hop device-to-device commu-
nications can be employed to transfer informa-
tion from IoT nodes (the data sources) to data 
consumers (e.g., border routers, Cloud servers, 
users’ applications, etc.). In other deployment 
conditions, star network topologies, based on 
long-range communication technologies and 
enabling one-hop communications, are pref-
erable. This can be the case of outdoor urban 
environments where direct and reliable commu-
nication links between a central “hub” and sev-
eral IoT nodes within its coverage are available. 
Relevant examples of viable solutions are IoT 
deployments based on Long Range Wide Area 
Networks (LoRaWAN) [12] and NarrowBand 
IoT (NB-IoT) [13], currently attracting much 
interest in smart city scenarios where a large 
coverage is needed, with minimum infrastruc-
ture support and energy consumption.

The complexity of urban scenarios pre-
vents the use of a single connectivity technol-
ogy for all the possible monitored areas and, 
consequently, for all the services that can be 
implemented. Rather, a hybrid and flexible net-
working infrastructure, combining heterogene-
ous technologies, is required. The most relevant 
communication technologies employed in smart 
city contexts can be summarized as follows, on 
the basis of the transmission range and commu-
nication data rate [14–18], with pros and cons 
detailed in Table 1.

• Low-Power Wide Area Networks (LPWANs): 
these networks are designed to intercon-
nect battery-powered devices with very low 

stakeholders), which need to cooperate by cre-
ating working groups with heterogeneous com-
petences from different city-related areas of 
intervention. Illustrative activities, which may 
increase the “smartness” of a municipality, 
include: efficient energy and resource manage-
ment, environmental monitoring and protection, 
optimization of private and public vehicle usage 
and transport costs (e.g., targeting a shared 
mobility model, electric mobility, and car pool-
ing), and others [2–5].

Besides, Internet of Things (IoT)-oriented 
infrastructures and technologies have signifi-
cantly emerged in the last few years, supporting 
a large variety of devices, also denoted as smart 
objects, which can be helpful in the city context. 
For this reason, IoT technologies are considered 
as key enablers for the actual implementation of 
the smart city concept [6, 7], allowing the col-
lection of huge amounts of data, which can then 
be synergistically managed through Artificial 
Intelligence (AI) algorithms and, in general, 
(big) data analytics [8]. Therefore, IoT deploy-
ment is spreading in different urban areas, with 
continuous growth of the number of heteroge-
neous connected devices equipped with differ-
ent types of sensors and actuators. Considering 
these scenarios, it is clear that the communica-
tion infrastructure is the first key aspect to deal 
with in future smart cities, since connectivity 
is generally required anytime (during both day-
time and night-time urban activities), anywhere 
(namely: in indoor environments, such as build-
ings; in outdoor environments, such us roads, 
parking areas, and parks; and also with mobile 
nodes, such as vehicles or bikes), and anyhow 
(between wireless personal devices —ranging 
from citizens’ laptops, smartphones, and tab-
lets— to constrained and battery-powered IoT 
devices).

IoT smart objects deployed in a city are often 
characterized by different communication tech-
nologies and capabilities, and interact with the 
environment according to different paradigms, 
e.g., Human-to-Machine (H2M) or Machine-to-
Machine (M2M). Taking into account different 
urban application scenarios, a heterogeneous 
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bit rate (on the order of b/s) over very long 
distances (on the order of km). Due to their 
low cost, wide coverage, and straightfor-
ward setup, LPWANs are being deployed 
in scenarios where small amounts of data 
have to be transmitted by a large number of 
devices [19]. LPWANs typically operate 
in both unlicensed and licensed frequency 
bands, and are based on different (open or 
proprietary) standards, such as LTE-M [20] 
and the above-mentioned NB-IoT1 and 
LoRaWAN.

• Cellular (e.g., 4G/5G): thanks to its improved 
features, such as very low latency (below 
1 ms) and very high bandwidth (over 
10 Gb/s), 5G is emerging as one of the pri-
mary enablers for IoT. Hence, 5G can be 
considered as an enabling communication 

technology for smart cities, allowing thou-
sands of IoT devices to be connected, 
regardless of their location, and supporting 
applications such as smart traffic systems, 
public safety, enhanced tourism [21], security 
and surveillance [22].

• Wireless Local Area Networks (WLANs) 
and short-range networks: many use cases 
in smart cities require the deployment of 
“regional” (namely, covering a limited spa-
tial area) and, in some cases, “individual” 
networks (such as Personal Area Networks, 
PANs). In this context, available communi-
cation technologies span from IEEE 802.11 
to IEEE 802.15.4 and Bluetooth Low Energy 
(BLE) [23].

A heterogeneous communication architecture 
allows continuous and ubiquitous sensing in 
urban contexts, leading to large volume of pro-
duced data, which can be represented according 
to multiple formats. These data potentially rep-
resent a valuable asset for cities since, if prop-
erly processed, they can help to significantly 

1 LTE-M and NB-IoT are formally a cellular technology. 
However, the use of the available resources is typical of 
an LPWAN and, therefore, we consider these technolo-
gies in this category.

Table 1  Pros and cons of relevant communication technologies employed in smart city contexts

Technology Pros Cons
LTE-M Good coverage and roaming, acceptable power consump-

tion, suitable for mobile and static devices
Not adapt for large 
amounts of data, target 
low-rate applications, 
asymmetric data transfer 
(with limited downlink 
channels)

NB-IoT Good power consumption in poor coverage conditions Suitable only for static 
devices

LoRa/LoRaWAN Low power consumption and cost, secure bidirectional 
communication

Low data rate and 
throughput

4G/5G High data rate, bandwidth, coverage, and flexibility Additional SIMs required 
(until eSIMs will not be 
natively integrated into 
equipments), M2M traffic 
to be accommodated

IEEE 802.11 Lack of wires, user can move, no need to be stuck at one 
place

High signal attenuation, 
limited service radius, less 
stable compared to wired 
connections

IEEE 802.15.4 Power saving, collision avoidance, low cost, open standard Short range, low data rate 
and throughput, lack full 
interoperability

BLE Low cost, easy to install, native support in modern 
equipments

Short-range communica-
tion, secure flaws
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improve the efficiency and effectiveness of 
several operations related to city management 
and administration. However, because of the 
absence of common platforms and clearly-
defined (and open) standards, the majority of 
data produced and collected in a city are gener-
ally stored and secured in proprietary data cent-
ers, only accessible with dedicated software 
solutions that act as isolated “verticals” devel-
oped by the vendors.

Recently, the development and deployment 
of frameworks or middlewares targeting smart 
cities has been addressed in the academic litera-
ture. As a reference,  [24] presents an overview 
of the wide landscape of IoT-enabled smart cit-
ies, considering a selection of relevant municipal 
initiatives around the world having IoT as the 
key enabler for realising the smart city para-
digm. More in detail, the objective in [24] is to 
identify the key IoT technologies concurring in 
the smart city realization and the key challenges 
that are currently being addressed for the suc-
cess of smart cities. Among other aspects, the 
following problems are highlighted: (i) solutions 
based on the use of proprietary IoT platforms 
cannot be replicated across cities that often suf-
fer from vendor lock-in (i.e., they cannot easily 
buy and integrate components or applications 
from different vendors); and (ii) public adminis-
trations cannot, on their own, fully take advan-
tage of the smart city paradigm since they are 
consumers of services, but they are not actively 
engaged in the smart city as producers of valu-
able information that would bring forward new 
services, and contribute to a virtuous cycle with 
many benefits.

The problem of interoperability between dif-
ferent smart city systems has been addressed 
also in [25], where a set of requirements is 
defined for interoperability (in accordance to 
five different aspects for the smart city concept, 
namely, syntactic, semantic, network, middle-
ware, and security) after collecting and analyz-
ing studies on heterogeneous IoT systems.

Moreover, additional surveys have been pre-
sented in the literature in the last few years [3, 
26–28], all intended to clarify and highlight pos-
sible ways in which IoT technologies can be 

employed in infrastructure projects to enhance 
both productivity and responsiveness. In [26, 
28], projects or frameworks are presented focus-
ing on the following specific topics or services: 
transportation, energy, parking, waste man-
agement, general monitoring, and healthcare. 
Other works do not focus on a single specific 
application or topic, but provide a more general 
approach [29, 30].  [27] presents IoT frame-
works for smart city applications, in turn com-
paring technologies and architectures, and 
finding that they share, in general, an architec-
ture with the following four layers: (i) a sens-
ing layer, (ii) a network layer, (iii) a middleware 
layer, and (iv) an application layer.

Based on these survey results, an abstract 
five-layered IoT framework concept for smart 
city applications is proposed to address the 
needs of smart city applications as a reference 
for successful IoT framework implementations. 
To this regard, the main aspects addressed by 
the proposed framework concept are sustain-
ability, decentralization, autonomy, security, and 
modularity.

With respect to the aforementioned state of 
the art, the main novelty of the middleware-
oriented architecture proposed in this chapter is 
related to the actual implementation of a frame-
work targeting the municipality of a smart city 
(since citizens are often targeted by applications 
provided by vendor’s commercial platforms); 
the goal is to integrate data collected by differ-
ent systems, thus building a new tool for accu-
rate understanding of city processes.

It is also important to remind that inde-
pendent and isolated “verticals” developed by 
vendors: (i) are not natively designed to inter-
operate and communicate with each other, and 
(ii) do not aim at contributing to a common 
urban data management infrastructure. This 
motivates an always-increasing need for novel, 
open, and scalable platforms and frameworks 
that can help in the collection, integration and 
analysis of complex smart city data. This is fun-
damental to extend the services that a “smart” 
city can provide to its administration, citizens 
and visitors, thus building a new data manage-
ment and utilization paradigm.
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Motivated by the previous observations, 
in this chapter we present and discuss a novel, 
modular and scalable approach to handle IoT-
based data collection and integration in a real 
smart city case, given by the city of Parma, Italy. 
The proposed IoT infrastructure, the core com-
ponent of which is a logical processing entity 
acting as middleware and denoted as “city2i®,” 
is designed to extract shareable knowledge from 
heterogeneous smart city data. The middleware, 
on top of a heterogeneous data collection infra-
structure, allows to transfer streams of data from 
IoT devices (Far Edge) to the Edge and, even-
tually, to the Cloud. This, in turn, provides the 
municipality and the citizens with a tool that, by 
integrating different systems, allows to monitor 
the entire city status (from multiple perspec-
tives), and also to highlight “hidden” correla-
tions among (IoT) data potentially collected by 
different (IoT) “verticals.”

2  A New Data Integration 
Environment

2.1  The Middleware 
Architecture

The middleware is a modular software platform 
representing the core of the proposed smart city-
oriented infrastructure. Its main goal is to inte-
grate the data generated by all the possible data 
sources that are available in the city context, 

such as heterogeneous IoT networks, exter-
nal software services used by the municipality 
administrators, public open datasets available in 
the Cloud, and so on. The high-level architec-
tural representation of the middleware, together 
with its connections to external entities (data 
sources and consumers at the input and at the 
output, respectively), is shown in Fig. 1.

The data sources may be highly heteroge-
neous and correspond to IoT deployments and 
software services (with different purposes) 
active in the urban context. IoT data sources 
rely on specific technologies (e.g., sensing 
resources), communication protocols (e.g., 
LoRaWAN, WiFi, BLE, TCP or UDP, MQTT, 
CoAP [31], etc.) and data formats, depending 
on the tasks to be performed and the required 
performance. As an example, Fig. 1 includes 
a LoRaWAN-based IoT network deployed for 
the city environmental monitoring, including 
temperature, humidity, and pollution sensors. 
Another scenario may involve a WiFi-based 
IoT deployment to monitor mobility flows in 
specific areas of the city (e.g., pedestrian, bike 
or vehicle counters on the roads). Other possi-
ble data sources may involve external software 
acquired by the municipality (e.g., administra-
tive software), as well as open data and ser-
vices deployed in the Cloud: in this case as well, 
data sources may rely on a specific approach 
to transfer information (e.g., REST APIs, 
WebSocket, MQTT, etc.) and data formats (e.g., 
JSON).

Fig. 1  Overall representation of the proposed IoT-
oriented infrastructure working on top of its core com-
ponent, denoted as middleware. The components and 

modules currently defined and deployed in a Proof of 
Concept (PoC) in the city of Parma, Italy, are highlighted 
with pink solid lines and colored clouds.
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The main components of the proposed mid-
dleware-oriented platform can be summarized 
considering the following five layers highlighted 
in Fig. 1: 

1. Connectors, needed to integrate data sources;
2. Normalization module, responsible for 

knowledge extraction;
3. Taxonomy module, required to represent 

smart city information;
4. Data Processing module, in charge of custom 

processing on the data;
5. Normalization module, responsible for repre-

senting new data.

In the following, all these components will be 
further described, together with other additional 
modules required for the proposed architecture’s 
life cycle.

Each data source is integrated in the mid-
dleware through specific software components, 
denoted as Connectors, which are implemented 
to integrate data streams from a specific (and, 
from a top-down perspective, atomic) data 
source. The set of connectors can thus be con-
sidered as the first layer of the middleware. 
This layer has to be extended, with the imple-
mentation of a new connector, to support the 
integration of any new data source (e.g., if the 
municipality decides to deploy a new IoT sys-
tem in the city). In fact, connectors depend on 
the specific technology and paradigm imple-
mented by the manufacturer/vendor of the newly 
deployed system.

The second layer of the middleware 
corresponds to a component, denoted as 
Normalization module (which is also present 
in the output layer), responsible for knowledge 
extraction. This module, in accordance with 
the platform’s Taxonomy module governing the 
information representation rules and policies 
valid inside the middleware itself, translates raw 
data acquired by connectors into one or more 
integrated information streams, with a common 
data structure that can thus be managed by sub-
sequent middleware modules. More in detail, 
the goal of the Normalization module is to cre-
ate high-level, geo-localized, and integrated data 

overlays identifying and semantically labeling 
input data streams (e.g., temperature values, 
parking information, air pollution indicators, 
etc.) that may be obtained by completely dif-
ferent data sources, but that are logically coher-
ent. In practice, the Normalization module maps 
each raw piece of information generated by data 
sources to one or more taxonomy’s entries (on 
the basis of its ontological meaning) and associ-
ates each value with an absolute timestamp and 
geographic coordinates. The result of this pre-
liminary operation is a set of basic data overlays, 
composed by similar data, obtained through 
the integration of different data sources by the 
middleware. As an example, a “city tempera-
ture overlay” may derive from the integration of 
geo-localized heterogeneous temperature sen-
sors (developed by different manufacturers and 
vendors) deployed in the city with open data 
publicly available in the Cloud. This kind of 
data integration is instrumental to subsequently 
manage information in a more contextualized 
way, regardless of the specific technology used 
by sensors to collect data, and by data sources to 
transmit them.

The third layer, corresponding to the Data 
Processing module, has been designed to per-
form processing tasks on basic “normalized” 
data overlays generated by the previous layer. 
The structure of this module is intended to be 
highly modular and configurable, following 
a Big Stream-oriented approach [32, 33] able 
to cope with very large amounts of informa-
tion to be managed. The Data Processing mod-
ule is composed by a set of modular processing 
units that: (i) take one or more data streams as 
input; (ii) perform custom operations defin-
ing the behavior of each “atomic” processing 
node; and (iii) generate one or more informa-
tion streams, related to one or more taxonomy’s 
entries, as output. The operations performed on 
the data can span from simple statistical tasks 
(e.g., mean, standard deviation, etc.) to complex 
data fusion tasks, as well as AI-based process-
ing. To this regard, pictorial examples of how 
the AI can intervene in the data processing may 
include: (i) air quality prediction based on pol-
lutant levels sensed by IoT devices spread across 
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the city; (ii) traffic and mobility flow manage-
ment based on cellular signals’ strength obtained 
from third-party data sources; and (iii) water 
consumption forecasting in public buildings 
based on data collected through smart meter-
ing solutions. There is no actual limit to the 
specific operations that can be implemented in 
single processing units, as the set may be freely 
extended depending on the final data overlays 
of interest for smart city administrators, as well 
as for citizens and visitors. The aforementioned 
processing units can be defined and included in 
the Data Processing module as needed by the 
smart city municipality, building a sort of graph 
where data streams connect different processing 
steps. We remark that this highly-modular infra-
structure introduces latency at each processing 
unit “crossed” by multiple data streams. These 
latency components are, in general, unpre-
dictable, depend on the specific algorithm or 
computational complexity needed for the imple-
mentation of the desired behavior, and are inde-
pendent of the architecture itself. Nevertheless, 
the middleware has been designed to minimize 
the latency needed to forward data between two 
consecutive processing units [32, 33].

The fourth layer is associated with a 
Normalization module similar to that of the sec-
ond layer and dedicated to data provisioning. 
Hence, the information output by this module is 
normalized cooperating with the internal cross-
layer Taxonomy module, in order to provide 
data with a format coherent with the taxonomy 
used in the overall system and with the reference 
domain of the smart city.

Finally, the generated high-level information 
should be output by the middleware to interested 
external entities: this can be performed through 
different sets of data access mechanisms, which 
are denoted as providers and constitute the fifth 
layer of the middleware. In detail, each provider 
may act in a passive way, waiting for requests 
from external entities, as well as in a proactive 
way, publishing data as soon as these are avail-
able. Relevant examples of data provisioning 
are HTTPS REST APIs, subscriptions to MQTT 
topics, and WSs. Different providers’ modules 
can be implemented to extend the platform and 

to satisfy the requirements given by external 
applications or developers, interested in creating 
innovative services using the information over-
lays generated by the proposed middleware.

The following additional modules, with 
respect to those of the five operational layers, 
are relevant in the life cycle of the proposed IoT-
oriented architecture.

• Node Registry module: in charge of main-
taining the list of IoT nodes acting as data 
sources for the IoT infrastructure, with infor-
mation related to the nodes attached to data 
streams. This information may be useful for 
data consumers.

• Authentication, Authorization, and 
Accounting (AAA) module: responsible for 
controlling the access to the resources by 
both connectors and providers.

• Dynamic Data Visualization module: in 
charge of visually representing, upon request, 
the information handled by the IoT mid-
dleware. Being part of a modular solution 
and aiming to adhere to the middleware’s 
taxonomy, the design of the Graphical User 
Interface (GUI) should reflect the heteroge-
neity of the IoT data flows, too [34]. In par-
ticular, it should allow to dynamically build 
customized User Interfaces (UIs) on the basis 
of data and information descriptors (e.g., 
XML- or JSON-based).

The aforementioned modules allow the proposed 
IoT architecture to provide smart cities’ admin-
istrators with a unified tool, that can be seen 
as a sort of city’s control panel. This allows to 
extract knowledge in a “simple” way from het-
erogeneous urban data sources, hiding technical 
aspects to the municipality, citizens and visitors, 
since they lack the cecessary technical skills. As 
an example, heterogeneous data streams can be 
integrated and classified through the taxonomy 
module as “similar,” even if the physical data 
sources are completely different (e.g., manu-
factured by different vendors). This allows to 
have a comprehensive overview on the available 
data from the entire city perspective, which on 
the other hand is generally prevented by limited 
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vertical applications provided by the single sys-
tems’ vendors.

As detailed before, the cross-layer Taxonomy 
module is crucial in the proposed middleware 
architecture. In fact, it provides a unified ontol-
ogy to label the information overlays inside the 
proposed infrastructure. This module allows to 
classify and normalize data provided by both 
external data sources (after the acquisition step 
through the connectors) and the middleware 
itself (in the Data Processing module), provid-
ing a coherent information flow to external 
customers. The resulting classification is then 
shared to interested entities through providers. 
To this end, the entries composing the taxonomy 
should be selected in order to be assigned to 
possible data generated by IoT objects deployed 
in the smart city, such as, for example: environ-
mental monitoring data (e.g., indoor and out-
door temperatures, pressure, humidity, air- and 
weather-related parameters, etc.), energy and 
resources utilization data, mobility- and traf-
fic flow-related data, and others. As mentioned 
before, besides IoT systems, data sources can 
also be external and of a different nature (e.g., 
Cloud data): the taxonomy has to take this into 
account.

3  A Real Use Case: The City 
of Parma

In order to validate the proposed IoT-oriented 
middleware-based architecture directly in the 
field, inn this section we present an overview of 
its adoption (currently in progress) in the city 
of Parma, Italy. The city of Parma has imple-
mented relevant Proofs of Concept (PoCs) to 
investigate how to offer enhanced services to 
its citizens and visitors, for example through 
the deployment of various LoRaWAN-based 
IoT systems, connected to the LoRaWAN city 
network infrastructure deployed by BT Enìa 
Telecomunicazioni S.p.A.2

One of the PoCs focuses on smart parking 
and urban mobility solutions.3 More in detail, 
monitoring the parking availability is a relevant 
activity in a smart city context, as it is important 
both for citizens, who would like to find vacant 
parking spaces for their vehicles during their 
working days, and for the municipality, to ver-
ify parking sustainability (in terms of available 
parking spaces) and to detect improper utiliza-
tion (e.g., missing payments, unlawful utiliza-
tion of parking lots reserved for disabled people 
or for loading/unloading goods). Several IoT 
options are available for parking monitoring, 
depending on cost, number of lots to be moni-
tored, and environmental conditions. In the city 
of Parma, the following two types of parking 
monitoring system have been evaluated in dif-
ferent downtown areas and are integrated as IoT 
data sources in the middleware.

• Magnetic IoT nodes (Parking Spot Sensor 
provided by Kiunsys4). A single IoT node is 
inserted directly in the asphalt in each sin-
gle parking lot to be monitored, providing a 
“free/busy” (binary) status information.

• Optical IoT nodes (provided by things2i5 and 
denoted as “park2i®”) installed on top of the 
parking area to be monitored. This node pro-
vides data in two different modes, depending 
on the device configuration: (i) a list of “free/
busy” (binary) statuses of parking spaces in 
the area; or (ii) the aggregated occupancy 
percentage of the entire parking area.

Beside the first PoC focused on parking sensors, 
the municipality of Parma started to deploy dif-
ferent IoT LoRaWAN devices, to cover differ-
ent applications. In particular, the municipality 
identified the following five different “pillars” of 
interest.

4 https://municipia.eng.it/prodotti/parking-spot-sensor/.
5 https://www.things2i.com/.2 http://www.btenia.it/.

3 This topic has been of particular interest for people 
visiting the city of Parma, Italy, which was the Italian 
Capital of Culture in the years 2020–2021: https://
parma2020.it/en/.

https://municipia.eng.it/prodotti/parking-spot-sensor/
https://www.things2i.com/
http://www.btenia.it/
https://parma2020.it/en/
https://parma2020.it/en/
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• Large parking area monitoring (e.g., “park-
and-ride” areas in the city, as well as super-
market parking lots) through the deployment 
of park2i®  nodes.

• Single parking space monitoring, to monitor 
the use of specific or particular spaces (e.g., 
for handicapped people) through magnetic 
IoT nodes, as mentioned before.

• Mobility data collection through the deploy-
ment of bi-directional car, bike, and pedes-
trian counters along roads and bicycles lanes 
of particular interest for the municipality 
(e.g., limited-traffic zones and public bike 
paths).

• Water resource consumption monitoring in 
public buildings through the deployment of 
water metering sensors.

• Additional heterogeneous sensors, not related 
to a specific application but of future interest 
for larger deployments (e.g., noise sensors, 
trash volume and location sensors, etc.).

For the sake of clarity, in Table 2 we give a sum-
mary of all the LoRaWAN-based IoT nodes 
deployed in the city of Parma and integrated 
in the middleware.6 The choice of the listed 
commercial IoT devices has been left to the 
municipality of Parma, which, together with 
its collaborators and providers, acquired and 
deployed the devices depending on the “pil-
lars” of interest and the existing communication 
infrastructure.

Following the proposed smart city-oriented 
IoT middleware-based architecture, the first 

integration step required to add the IoT nodes 
deployed in Parma is the Node Registry mod-
ule, storing all the details about each specific 
IoT device—such as manufacturer, model, serial 
number, transmission technology—and a ref-
erence to a specific device descriptor (in JSON 
format) containing the list of the resources 
monitored by the specific IoT device (e.g., tem-
perature, humidity, passages, etc.), with a conse-
quent mapping to one or more taxonomy entries 
known by the middleware itself. Then, the JSON 
descriptor is shared among all the IoT devices 
of the same type: as an example, with refer-
ence to the aforementioned parking monitoring 
scenario, two different descriptors should be 
added to the IoT architecture in order to describe 
the corresponding data sources. Another rel-
evant piece of information stored in the Node 
Registry is the geographical location of the 
nodes (namely, GNSS-based latitude, longitude, 
and altitude values), required to link the sensed 
data with their respective location in Parma. 
Ultimately, this allows to build a “parking city 
overlay.”

The second integration step is required to 
develop the connectors, in order to manage the 
different transmission modes and data rates. To 
this end, each connector has to acquire the data 
stream from its data source, based on the spe-
cific communication protocol. Then, exploit-
ing (i) the JSON descriptors of each IoT device 
mapped in the architecture and (ii) the taxonomy 
definition, the Normalization module normal-
izes the data format, making it coherent for 
subsequent utilization in the middleware’s pro-
cessing units. As an example, with reference to 
the city of Parma, the data received by parking 
sensors are mapped using taxonomies such as 
parking_status (with true and false 

6 The IoT nodes listed in Table 2 refer to the time of writ-
ing, as their relative number and nature will be updated 
based on upcoming needs and future decisions.

Table 2  LoRaWAN-based IoT nodes currently deployed in the city of Parma, Italy, and integrated in the middleware

Type Manufacturer Model Number of IoT 
nodes

Water metering Midomet Midomet LoRa Pulse/Analog 4
Parking monitoring things2i park2i® 4
Parking monitoring Neosystems Neosystems parking sensor (NPS) 39
Cars counter Nablaquadro LoRa traffic sensor 13
Bike and people counter Parametric Traffic sensor 3
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as possible values), whereas data arriving 
from pedestrian counters can be mapped with 
left2right_counter, right2left_
counter, and temperature values (as these 
IoT devices have also an on-board temperature 
sensor).

At this moment, since in the city of Parma 
only LoRaWAN IoT devices (managed by a sin-
gle LoRaWAN network operator) are considered 
in the PoCs, the following types of connectors 
have been developed.7

• HTTP Webhook connector, which passively 
receives data streams from the LoRaWAN 
Application Server (namely, through HTTP 
POST requests sent to the middleware’s 
connector endpoint each time an IoT device 
sends a new LoRaWAN uplink message).

• MQTT connector, which passively receives 
data streams through a subscription on 
MQTT topics of interest, on which data will 
be published by the LoRaWAN Application 
Server.

An illustrative representation of the proposed 
IoT-oriented middleware-based architecture 

applied to the city of Parma has already been 
shown in Fig. 1, where the deployed com-
ponents and systems are depicted as colored 
clouds, forwarding their data through the pink 
solid lines.

Once the device integration in the IoT mid-
dleware has been completed, a comprehen-
sive and unified view of the city status can be 
derived. In fact, it is possible to define a custom 
UI to show live data from a single IoT device or 
aggregated data from all available data streams 
with the same label (e.g., parking_status). 
No further considerations related to the specific 
deployment platform for the UI (e.g., desktop, 
mobile, Web, etc.) will be discussed here, as the 
presentation layer can be considered as an add-
on for the consumers, as defined in the Dynamic 
Data Visualization module of the middleware. 
To this end, Fig. 2 shows a prototypical mid-
dleware Web-based dashboard for the city of 
Parma, providing an overview on the installed 
IoT devices and their location in the city, with 
reference to the “pillars” (or topics) of interest 
for the municipality.

The last step pertaining with the integration 
involves the Data Processing module, in turn 
using the integrated normalized data to perform 
complex operations. As an example, in the case 
of parking lots monitored with different IoT 

Fig. 2  Overview of the middleware data sources deployed in city of Parma, Italy

7 Additional connectors are under development based on 
the new data sources to be integrated.
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technologies, it is possible to create dynamic 
UIs based on the nature of the data sources, 
while developing custom data processing units 
for data fusion. In general, the middleware 
allows to activate processing units performing 
statistical operations on historical data, calculat-
ing values such as the average parking duration, 
the number of status changes and so on, as well 
as detecting correlations with other data over-
lays that can be available in the same city area. 
In the current deployment in the city of Parma 
the following types of processing units have 
been developed.8

• Counter data management: since the 
deployed car counter only provides an “abso-
lute” count (starting from the time of instal-
lation), a processing unit has been developed 
to calculate the “relative” increments with 
respect to the time frame of interest.

• Limited-traffic-area monitoring: as shown in 
Fig. 3, in order to allow the municipality to 
benefit of a clear overview on the access to 
limited-traffic areas in the city, a processing 

unit (based on the knowledge of the locations 
of several car and bike counters) is in charge 
of computing the amount of vehicles cur-
rently present in specific areas.

• Data format conversions, or geographical 
filtering: in these cases, the developed pro-
cessing units are in charge of uniforming the 
notation of the information received from 
data producers, or returning a data subset 
based on a specific geographical area selec-
tion, respectively.

The first implementation of the middleware has 
been deployed in 2022 and has been collecting 
data for about 8 months, with increasing number 
of data sources. Being a modular architecture, 
its performance is difficult to evaluate, since it 
depends on several aspects. Despite the com-
plexity, some preliminary considerations can be 
made. The data acquisition time, defined as the 
time elapsed from the generation time (declared 
by external data sources, e.g., the LoRaWAN 
Application Server) to the time when the infor-
mation is stored in the middleware and associ-
ated with a taxonomy entry, is shorter than 1 s 
in over 98% of the acquisitions, with an average 
input data rate of 13 new data entries per min-
ute. This acquisition time, however, can increase 

Fig. 3  Example of UI corresponding to complex overlays aggregated by specific middleware’s processing units. In 
this case, the UI refers to a limited mobility area (“zona 30”).

8 As for the additional connectors mentioned before, 
newly specific processing units are under develop-
ment based on the needs of the municipality, in terms of 
enhanced services to be provided to the end-users.
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in an unpredictable way if data sources require 
custom processing in the Data Processing 
module.

Moreover, the proposed middleware-oriented 
architecture is designed to integrate streams 
of heterogeneous data sources (from both IoT 
devices and external software tools). In particular, 
the maximum number of sources that the system 
can handle depends on several factors, such as:

• the data generation rate (e.g., LoRaWAN 
devices should abide by duty cycle 
constraints);

• the payload size;
• the paradigm or custom processing required 

for data acquisition (e.g., connectors for 
external software can follow a polling para-
digm through REST API, but also a publish/
subscribe model).

To this regard, the proposed architecture is 
highly modular, making it possible to add new 
components depending on the workload (e.g., 
add a specific virtual machine to handle the 
data flows of a specific connector). The cost is 
directly related to the complexity of the final 
architecture and can be billed to the municipal-
ity as a periodic subscription fee.

Even though the IoT deployment in the city 
of Parma is still at an early stage, the proposed 
middleware-oriented architecture represents 
a useful tool with wide applicability, since it 
hides all the technical details related with the 
deployment of heterogeneous devices (each 
one with its own technology), which may not 
be of interest for the municipality. Moreover, 
it allows to build an urban dataset without the 
need to access vertical applications by different 
manufacturers. The collected information can 
then be forwarded to external entities through 
specific data connectors. For example, this may 
include historical data in a specific time range, 
made accessible through HTTPS REST APIs 
for statistical purposes, as well as live data for-
warded through a WS-based channel to devel-
opers working on mobile Apps for citizens.

4  Conclusions and  Future  
Integration

The diffusion of IoT technologies in urban con-
texts, together with data analysis (also based on 
AI techniques), plays a key role in the imple-
mentation of the concept of smart cities aim-
ing at enhancing the citizen’s quality of life and 
improving the city’s administrative processes. 
IoT often pertains to different domains, such as: 
environment and pollution monitoring, health 
care and education, energy and resources man-
agement, and mobility. Unfortunately, the lack 
of shared and common standards and platforms 
has generated the diffusion of proprietary and 
disjoint vertical applications. These verticals 
allow to collect large amounts of data from a 
city but, at the same time, are not designed to 
communicate with each other for data fusion. 
This chapter discussed a smart city IoT-oriented 
middleware-based architecture, whose aim is 
integrating heterogeneous data generated from 
multiple sources, in order to allow a munici-
pality to monitor the city status from multiple 
perspectives. This allows to highlight (some-
times discover) “hidden” correlations among 
heterogeneous IoT data by building synergies 
between isolated systems. The core of the mid-
dleware is the utilization of a shared taxonomy 
and the concept of connectors, which perform 
the following operations: data collection, data 
format translation, and data normalization for 
each class of data sources (IoT systems as well 
as external software tools). The modularity and 
scalability of the proposed IoT architecture 
allows to hide the heterogeneity of possible data 
sources and technical aspects of the adopted 
communication protocols, thus providing a 
city control panel for the municipality to moni-
tor processes and to build new services that can 
simplify the city management, and optimize the 
citizens’ and visitors’ experience. Finally, for the 
sake of validation of the proposed IoT middle-
ware-oriented platform, its actual experimental 
deployment in the city of Parma, Italy, has been 
discussed.
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