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Abstract  The giant information exchange enabled by the Internet of Things (IoT) 
paradigm, i.e., by a “network of networks” of smart and connected devices, will 
likely exploit electrical lines as a ready-to-use infrastructure. Power Line Commu-
nications (PLC) have received a significant attention in the last decade, as electri-
cal lines are not used as simple energy supply media, but as information carriers. 
Among the different aspects of PLC-based architectures, an interesting and im-
portant analysis have to be reserved to security aspects that should be adopted in 
similar infrastructures, having that they are crucial to deliver trustworthy and reli-
able systems and, hence, to support users relying on available services, especially 
in case in which they should be inherently secure at the physical level (e.g., 
against unauthorized signal removal/interruption and eavesdropping, since they 
are difficult and dangerous). Motivated by the relevant impact of PLC on IoT, in 
this chapter we investigate experimentally the performance of IoT systems on 
PLC in indoor environments, considering a vendor-provided application tool and a 
self-developed Java library. The experimental tests are carried out on both cold 
and hot electrical lines, evaluating both fixed-size and variable-length power lines. 
Our results show that IoT-oriented PLC can reach a throughput of 8 kbps on a 300 
m cold line and of 6 kbps on a 300 m hot line. Further experimental efforts will be 
oriented to performance analyses in presence of the adoption of security measures. 
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13.1. Introduction 

Power Line Communications (PLC) are mainly related to the use of existing elec-
trical cables to transport data and have been investigated for a long time. Power 
utilities based their business on this technology for a long time to send or receive 
(limited amounts of) data on the existing power grid. Although PLC is mostly lim-
ited by the type of propagation medium, it can rely on existing wiring in the distri-
bution network. This opens new opportunities and new forms of interactions 
among people and things in many application areas (e.g., smart metering services 
and energy consumption reporting, traversing the power line wires to reach data 
concentrators), making the PLC medium an enabler for sensing, automation, and 
control in large systems spread over relatively wide areas (e.g., smart city and 
smart grid scenarios) [1]. On top of PLC, one can adopt also enabling technologies 
that can improve smart automation processes, such as Internet of Things (IoT). For 
instance, the adoption of the PLC technology in industrial scenarios (e.g., remote 
control in automation and manufacturing companies) paves the way to the con-
cepts of Industrial IoT [2] and Industry 4.0 [3]. Several applications are enabled 
by the following key feature of PLC technology: its ability to recover from net-
work changes (in terms of repair/improvement, physical removal, and transfer 
function) mitigating the fallout on the signal transmission. 

In this chapter, an experimental analysis on the joint adoption of PLC and IoT 
paradigms is presented, considering a state-of-the-art PLC modem transferring da-
ta according to the G3-PLC protocol [4]. In particular, on-field experimental per-
formance evaluations in indoor environments are provided, considering two op-
tions. The former is based on the adoption of an application developed by the 
vendor of the chosen PLC modems. The latter is based on the adoption of a self-
developed software (Java-based) library that allows to interact with the chosen 
PLC modems and to transmit data (obtained by on-board sensors equipping the 
used IoT devices) through the electrical line. The experimental tests rely on the 
transmission of packets with sizes compatible with IoT scenarios, on both cold 
and hot electrical lines, in order to estimate the throughput in different electrical 
conditions, and adopting different physical modulations (proposed by Internet 
standardization entities). The obtained results show that the highest achievable 
throughput is 6 kbps and 8 kbps with hot and cold lines, respectively. Our results 
show that Eight Phase-Shift Keying (8PSK) is the modulation format that allows 
to obtain the best performance. 

The rest of this chapter is organized as follows. In Section 13.2, an overview of 
related works, in conjunction with the integration between IoT and PLC para-
digms, are presented. In Section 13.3, an overview on security mechanisms in IoT 
and PLC are presented. In Section 13.4, an experimental performance analysis on 
electrical lines is investigated, considering meaningful realistic communication 
scenarios. Finally, in Section 13.5 we draw our conclusions. 
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13.2 Overview and Related Works 

The IoT can be defined as a “network of networks” of physical devices connected 
in an Internet-like structure, thus enabling them to collect, exchange and process 
data. This gigantic information exchange enables new opportunities and new 
forms of interactions among things and people. In particular, in the last years the 
services over the IoT have evolved due to the needs identified by the new interac-
tions (e.g., People-to-People, People-to-Machine and Machine-to-Machine (M2M) 
interactions). Therefore, a crucial enabler for IoT is represented by the availability 
of scalable and efficient mechanisms that minimize the need for external human 
intervention for configuration and maintenance of deployed objects [5], also ex-
ploiting the pervasive and ubiquitous computing concepts [6]. In this way, the IoT 
paradigm allows to join real and virtual worlds, especially when combined with 
other technologies, such as mobile and sensing technologies, and home network-
ing applications (e.g., smart metering) [7]. The joint adoption of IoT and PLC 
concepts allows to rely on IoT protocols (e.g., Constrained Application Protocol 
(CoAP) [8], HyperText Transfer Protocol (HTTP), Constrained Session Initiation 
Protocol (CoSIP) [9,10]) over power lines. This has relevant implications on smart 
infrastructure management [11]. 

13.2.1 PLC Specifications and Regulations 

Over the past several years, there have been intense research activities on model-
ling power line channels. Due to a significant interest in adopting the low-
frequency bands for communication in PLC scenarios (from 20 kHz to 500 kHz), 
various standardization institutes have defined several PLC bands to regulate the 
frequency utilization, as illustrated in Fig. 13.1. Furthermore, the European Stand-
ard EN50065, proposed by the Comité Européen de Normalisation Électrotech-
nique (CENELEC) [12], has divided the low frequency power line spectrum, be-
tween 3 kHz and 148.5 kHz, into four different frequency bands, referred to as, 
respectively: 
• “CENELEC A” frequency band: 3 kHz £ f £ 95 kHz; 
• “CENELEC B” frequency band: 95 kHz < f £ 125 kHz; 
• “CENELEC C” frequency band: 125 kHz < f £ 140 kHz; 
• “CENELEC D” frequency band: 140 kHz < f £ 148.5 kHz. 

 
In Japan, the regulatory entity named Association of Radio Industries and 

Businesses (ARIB) [13] has defined an available PLC transmission band between 
10 kHz and 450 kHz. In the United States, the whole spectrum between 10 kHz 
and 490 kHz has been allocated to one wideband channel by the regulatory entity 
named Federal Communications Commission (FCC) [14]. In China, the spectrum 
between 3 kHz and 500 kHz has been defined as single transmission band for PLC 



4 

applications, with the portion of the spectrum between 3 kHz and 90 kHz which is 
specifically reserved by the regulatory entity named China Electric Power Re-
search Institute (EPRI) [15]. 

 

USA
z	FCC	band:	10	-	490	KHz
z	Single	wide	band:	from	10	to	450	KHz
z	Access	protocol	deϐined	by	standard
z	HomePlug	Brodband:	2	-	30MHz

EUROPE
z	CENELEC-A	band:	3	-	95	KHz,	reserved	for	power	companies
z	CENELEC-B	band:	95	-	125	KHz,	all	applications,	no	access
	 	protocol	required

z	CENELEC-C	band:	125	-	140	KHz,	home	network	systems	with
	 	mandatory	CSMA/CA

zz	CENELEC-D	band:	140	-	148.5	KHz,	alarm	and	security	systems
	 	without	protocol

JAPAN
z	ARIB	band:	10	-	450	KHz

CHINA
z	3	-	90	KHz	preferred	by	EPRI
z	3	-	500	KHz	single	band	not	regulated

 
Fig. 13.1. PLC bands. 

Following these band allocations, different physical layer protocols have been 
recently defined, to support data transmission in the low frequency bands, and fur-
ther adopted by different PLC modems vendors (e.g., Texas Instruments (TI) [16], 
Maxim Integrated [17], STMicroelectronics [18]). We now summarize the main 
protocols to date, as shown in Table 13.1. 
• PoweRline Intelligent Metering Evolution (PRIME) specification [19]: intend-

ed for PLC-based modems operating in the frequency range between 42 kHz 
and 88 kHz using Orthogonal Frequency-Division Multiplexing (OFDM). 

• HomePlug specification [20]: operating at frequencies up to 400 kHz. 
• G3-PLC specification: intended for PLC-based modems operating in a sub-

frequency range of the “CENELEC A” band, from 35 kHz to 91 kHz. 
• G.hnem specification [21]: drafted by the International Telecommunication 

Unit (ITU) and selecting G3-PLC and PRIME specification as two annexes to 
its main body. 

• IEEE P1901.2 specification [22]: defined by the Institute of Electrical and 
Electronics Engineers (IEEE) and adopting G3-PLC and PRIME specifications 
as two profiles for PLC communication. 

• PLCLite protocol [23]: proprietary protocol available on TI-based PLC mo-
dems and operating in the frequency range between 42 kHz and 88 kHz using 
OFDM. 

• FlexOFDM protocol [24]: TI proprietary protocol intended for PLC-based mo-
dems using OFDM scheme and combining the strengths of PRIME and G3-
PLC with variable bandwidth capabilities, adaptive tone mask capabilities, ad-
vanced modulation schemes, and the ability to work with an application-
specific stack to provide high performance. 
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Table 13.1. Main PLC protocols. 

 
PLC protocol Technology Band Occupied 

PRIME OFDM 42 – 88 kHz 
HomePlug OFDM 2 – 30 MHz 
G3-PLC OFDM 35 – 91 kHz 
G.hnem OFDM 2 – 25 MHz 

IEEE P1901.2 OFDM > 2 MHz 
PLCLite OFDM 42 – 88 kHz 

13.2.2 Related Works 

In the last years, the PLC paradigm has been investigated in terms of its applica-
bility to modern communication scenarios. An overview on the role of communi-
cation and networking technologies in the transformation of existing electric pow-
er systems into smart grid is proposed in [25] where, after discussing on the key 
drivers for the development of smart grids (including reliability, timeliness, and 
data management services), a data-centric perspective for enhancing communica-
tions in this field is then adopted. 

In [26], the enabling technologies for smart grids and a possible roadmap for 
their profitable evolution are discussed, motivated by the fact that quest for sus-
tainable energy models is an important research driver for smart grids. Further-
more, an analysis on how current standard solutions (carried out by Internet stand-
ardization partners such the Internet Engineering Task Force (IETF) [27], the 
European Telecommunication Standards Institute (ETSI) [28] and the World Wide 
Web Consortium (W3C) [29]) can be engineered into a system, that fulfills the 
needs of the smart grid vision, leads the authors of [26] to the suggestion of using 
small and resource-constrained devices (namely, IoT), with pervasive computing 
capabilities, as key components to implement an energy control system. 

Another comprehensive overview on PLC in the context of smart grid is pro-
posed in [30], where network control problems inherent to smart grids are dis-
cussed. The PLC channel is modelled as a fading channel and, relying on this ap-
proach, control and traffic models are investigated in order to achieve a better 
understanding of the communications requirements needed in the PLC field [31]. 

Investigating the available protocols for PLC, in [32] an overview on the phys-
ical layer of two different PLC protocols is presented, trying to address the re-
quests of emerging standards on Narrowband PLC (NB-PLC) [33,34]. The pro-
posed theoretical analysis, aimed at selecting the best PLC protocol, is supported 
by simulation results. The application of NB-PLC in smart grids is also investigat-
ed in [35], comparing the benefits and drawbacks of PLC technology with respect 
to other communication solutions in energy distribution networks. NB-PLC is 
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shown to be suited for Medium-Voltage (MV) networks, due to their vast and 
complex geographical extension [36]. In [35], an analysis of the impact of channel 
and topological characteristics of MV distribution networks on the design and im-
plementation of the PLC infrastructure is also presented. Another overview of 
PLC for smart grids is presented in [37,38], where current protocols for PLC sce-
narios are investigated to derive design guidelines for future standards. 

A computational tool, able to simulate PLC systems for access applications in 
a smart grid scenario, is proposed in [39]. This tool is an event-based network 
simulator implemented in C++ language using OMNeT++ simulator [40], and can 
be used to off-line test a PLC network before a real deployment. However, this 
tool allows to adopt only a single signal modulation and cannot be used in a real 
scenario. An extensive overview on PLC technologies and their integrability with 
IoT is presented in [41]. The authors conclude that there is no need for additional 
wires to power devices (e.g., in buildings with an already available data concentra-
tor, there is no need of smart meters), thus motivating the following choices: (i) 
adoption, by most electrical utilities, of the PLC paradigm for their smart grid pro-
jects, and (ii) adoption, by most cities, of ubiquitous computing and PLC for their 
smart street lighting projects. 

An example of application of IoT in smart grids is represented by the Power 
Internet of Things (PIoT) concept [42,43]. Through wired or wireless communica-
tion network and smart information processing in power grid system, PIoT can 
achieve reliable information transmission, and it can be widely applied in every 
aspect of smart grid (e.g., electricity production, transmission, distribution and 
consumption). Moreover, PIoT [44] architecture is intended to directly monitor 
High-Voltage transmission lines (that are weather-sensitive and can paralyze large 
area power supply systems) through two main components: one component is in-
stalled along with the transmission wires to monitor the status of the conductors, 
while the other component is installed on the transmission towers to monitor the 
environment and the states of the towers. 

13.3 Security Mechanisms in PLC 

As previously highlighted, one of the natural roles of the PLC is to provide com-
munication between equipments connected to the power line, thus supporting a 
communication network in different scenarios and, especially, in residential areas, 
paving the way to smart homes scenarios. Another role of the PLC is to provide a 
way for smart monitoring and managing the electrical grid itself (i.e., in a smart 
grid scenario). This connecting to the Internet new PLC-based applications that, in 
turn, will take advantage of all the possibilities made by IoT- and Web of Things 
(WoT)-enabled scenarios [45,46]. This allows to create a set of innovative ser-
vices on top of PLC, in turn representing a potential added-value for customers. 
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However, new services’ acceptance by end-users depends on several factors, 
among which trustworthiness plays a key role [47]. 
 

Smart grid-oriented networks can be thus classified based on the extent of 
monitored area, as well as on the technologies that should be adopted to manage 
the communications among the nodes in the networks [48]. 
• Home Area Network (HAN): proper of the consumer domain and consisting of 

electronics appliances which communicate (statistical) data to central collectors 
through different communication technologies, such as Bluetooth, IEEE 
802.15.4 [49], IEEE 802.11 [50], IEEE 802.3 [51], and PLC. In turn, these cen-
tral collectors must send their collected data to the central gateway, placed in 
the electricity grid, for control, monitoring, fault detection and billing purposes. 

• Neighborhood Area Network (NAN): covers the task of communicating the in-
formation received by peripheral collectors to a higher-level aggregator infra-
structure that, in turn, oversees managing and analyzing this information. 
Moreover, each NAN can few hundreds of devices deployed in HANs, in turn 
connected together through several NANs. 

• Wide Area Network (WAN): groups various NANs, typically cover thousands 
of square miles, and collecting data from these peripheral networks for analysis 
and monitoring purposes. 

 
Beyond the specific network, the concept of trust has been a research topic in 

several disciplines, with the main challenge of introducing features and properties 
that can support trust in the behaviour of a system, as well as providing support in 
case of breakdowns and maintaining a certain Quality of Service (QoS). Unfortu-
nately, it is well-known that PLC security aspects have been addressed only in a 
limited way, due to its wired nature. However, security aspects will be crucial to 
deliver trustworthy and reliable systems and, hence, to support users relying on re-
liable services. Moreover, PLC has unique attributes in terms of security applica-
tions, being inherently secure at the physical level (e.g., unauthorized signal re-
moval/interruption and eavesdropping are difficult and dangerous). 
 

Based on these concepts, innovative applications that may take advantage of 
PLC technology could be the following: 
• remote monitoring of security nodes; 
• connection and control of active and passive alarm switches in building auto-

mation scenarios; 
• access control monitoring; 
• audio and video surveillance; 
• authentication and authorization of individual access for site control. 
 

The primary advantage of using PLC in the above scenarios lies in low cost of 
installation and simplicity, coupled with the security brought by communication 
on electrical distribution cables. However, when a PLC network is connected to 
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other networks (through routers), various network vulnerabilities emerge. An at-
tacker can thus exploit these vulnerabilities and attack the owner of the system, as 
well as the end-users of the system itself. Particularly, this can happen when the 
system is connected to larger networks, such as those represented by the union of 
different IoT-oriented networks into a global Internet-like “network of networks.” 
This means that new concerns on the trust in the system behaviour emerge, such 
as those related to integrity, privacy, and security [52]. It should be noted that is 
almost impossible to detect malicious behaviours by simply testing individual 
components of the system. Therefore, a continuous monitoring activity on the 
overall infrastructure (e.g., the electrical grid) is essential and fundamental against 
malicious intruders [53]. 

Thus, it is possible to classify the following security issues that can affect a 
communication system based on their effect: 
• threat: is exemplary of any potential occurrence, malicious or not, that can 

have an undesirable effect on resources associated with an electronic system; 
• vulnerability: an unfortunate feature that makes a threat potentially occur; 
• attack: corresponds to an action taken by a malicious intruder and exploiting 

few vulnerabilities to make an existing threat to occur on a target infrastructure. 
 

Threats to a network system take specifically into account the distributed as-
pects of data transmission and routing. In general, as well as with specific refer-
ence to a PLC network, it is possible to identify the following types of threats that 
may affect a system. 
• Network security threats, which are typically due to the distributed nature of 

the PLC networks. 
• Integrity threats, involving any unauthorized change to information stored on a 

system or in transit between communication systems. 
• Disclosure threats, involving the dissemination of information to an individual 

by whom that information should not be known in any form. 
• Denial of Service (DoS) threats, arising whenever access to some resources is 

intentionally blocked because of malicious actions taken by another user, as 
well as because of a multitude of simultaneous malicious actions (e.g., bomb-
ing hacks), defined as Distributed DoS (DDoS) threat. 

 
As could be easily imagined, the definition, deployment and maintenance of 

trustworthy systems include different intermediate steps, such as: (i) vulnerability 
analysis and assessment of the system; (ii) definition of the system perimeter that 
should be protected; (iii) development and evaluation of threat models related to 
the system to be protected; and (iv) deep analysis to take appropriate security 
measures at an appropriate risk level. Selection of appropriate technologies (cryp-
tography, key management, etc.) allows to protect a PLC network against unin-
tended disclosure, integrity, DoS, and network threats [54]. Other crucial factors 
for the implementation of trustworthy systems are mechanisms supporting ac-
countability (e.g., Authentication/Authorization/Accounting (AAA) [55]) and lia-
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bility [56]. Issues of ownership and responsibilities, together with mechanisms of 
authentication and non-repudiation, are fundamental in large-scale scenarios like 
those represented by PLC scenarios. 

For small-scale scenarios, in the last years different symmetric key-based secu-
rity mechanisms have been defined and implemented, due to their simplicity in 
providing security. Unfortunately, in large-scale infrastructures, such as those 
proper of the PLC paradigm, this choice suffers of different issues, and it is advis-
able to adopt public/private key-based distribution and device authentication 
schemes (such as Identity-based Cryptography (IBC) [57]), in order to use public 
key-based security schemes in these scenarios. In the case of Identity-based Secu-
rity (IBS), by eliminating the needs of public key certificates, these schemes can 
reduce the complexity of deploying and managing authentication credentials. 
 

From a security viewpoint, PLC communication systems are similar to short-
range radio communication systems, such as Bluetooth, Wi-Fi and Ultra-Wide 
Band (UWB) [58,59]. However, there are the following differences that make se-
curity enforcement in PLC scenarios interesting, as follows. 
• Several devices, which the PLC aims at connecting together (e.g., PCs, routers, 

alarm systems, etc.), may not present a graphical interface: security should thus 
be inherently and internally analyzed and supported. 

• While short-range radio-provided devices are inherently range-limited, PLC 
networks may become unmanageable and may require to be partitioned into 
logical subnetworks (which correspond to physical subnetworks). This could be 
the case of an entire building, in which all devices can assemble themselves in-
to a single network. 

• The physical layer provided by different PLC modulation schemes may pro-
vide, even if already integrated, a certain amount of security even in the ab-
sence of cryptography. This is obtained by basically acting in two different 
modes: (i) broadcast mode, in which, in case of simultaneous transmission of 
two stations, the low transmission bitrate is likely to be detected; and (ii) nor-
mal mode, in which a higher bitrate is used, but requiring a selective adaptation 
of tone maps (bit loading choices per carrier) for each communication direction 
over each link. 

 
There exist several examples of security methods for PLC defined in technical 

specifications. In the HomePlug specification, different secure modes have been 
defined, namely: secure mode, insecure mode, user-confirm mode, lock-down 
mode, all adopting Advanced Encryption Standard-Cipher Block Chaining (AES-
CBC) [60] or 1024-bits Rivest–Shamir–Adleman (RSA) algorithm [61] for data 
encryption/decryption. In Open PLC European Research Alliance (OPERA) 
[62,63], Diffie-Hellman algorithm [64] has been chosen as secret key agreement, 
and Data Encryption Standard (DES) algorithm [65] as encryption method, to-
gether with the definition of a RADIUS server-based authentication system. The 
National Institute of Standards and Technology (NIST) [66] presented standards, 
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strategy and requirements for smart grid cybersecurity in 2010. The USA estab-
lished the security requirements for the Advanced Metering Infrastructure (AMI) 
in December 2008. The European Union (EU) promoted the security in smart grid 
in different projects, such as “SmartGrids: European Technology Platform” [67] 
and “OPEN meter” [68]. The International Electrotechnical Commission (IEC) 
[69] presented a smart grid-oriented framework in 2010, including on overview of 
existing standards and future requirements, and recommendations for evolution. 
 

As previously detailed, most of the above security specifications use symmet-
ric key-based authentication and encryption systems, which result to be simple if 
used in small-scale scenarios, but, unfortunately, suffer of various limitations in 
large-scale scenarios. Because of this drawback, most applications may use public 
key-based techniques and an underlying Public Key Infrastructure (PKI) in case of 
large-scale networks. Public key-based schemes properly work using asymmetric 
key pairs {KU, KP}, of which one of the keys of the pair, namely the public key KU, 
is made publicly available, while the other key, namely the private KP, is kept pri-
vate. In this way, since KU is publicly shared, there is no need of secure key ex-
change algorithms; instead, there is a need for an infrastructure to distribute KU in 
a secured way, and this may be done through a PKI, in which the Certification Au-
thority (CA) is the core component, since it oversees managing the status of the is-
sued certificates to each end device in its administrative domain. Due to their 
characteristics, public key-based schemes are used by several security protocols to 
support the establishment of the session keys, required to provide confidentiality 
and integrity, as well as for initiating sessions among the parties involved in the 
traffic exchange. It follows that the key point for these public key-based tech-
niques is their ability to provide end-to-end security between two unknown par-
ties, which stay unaware of the context in which they have to interact. 

A possible public key-based approach, as mentioned above, is represented by 
the IBC, in which the public key KU, proper of each network entity, could be pre-
determined by information that uniquely identifies it (e.g., its MAC address, IP 
address, Data Universal Numbering System (D-U-N-S) identifier [70], etc.), thus 
reducing the complexity of managing and deploying authentication credentials. 
Unlike CA-based approach, in which a binding between the device’s identity and 
its public/private keys pair is needed, in IBS-oriented systems this binding is use-
less, since one derive the keys directly from the identity itself. More in detail, each 
entity participating in a network (e.g., connected to a PLC network) sends its iden-
tity to a trusted third-party component, denoted as Key Generation Center (KGC), 
to obtain its proper private key KP, in turn calculated using the private key of the 
KGC, denoted as KP,KGC, and the identity of the device, namely IDD. It follows that 
the KGC oversees escrow keys, knowing all the private keys. 

 
With respect to traditional public/private keys-oriented mechanisms, is possi-

ble to highlight the following features on IBS. 
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• Efficiency: using information that uniquely identify a device, IBS can provide 
security also to network components that do not allow user, as well as to devic-
es whose security should be provided with a high-power consumption. 

• Forward security: being based on the adoption of the Diffie-Hellman key ex-
change algorithm, IBS allows to keep the forward security among the network 
nodes and inside the overall architecture. 

• Managing overhead: householders and electrical power companies can reduce 
management overheads implementing security solutions that decrease the 
amount of operations that should be done on the overall infrastructure. 

• Computation overhead: since network devices are often equipped with con-
strained CPUs, not always capable of public-key cryptography, the capability 
to decrease the computational operations needed to assure security features in a 
communication system is an added value. 

 
A reference application in large-scale scenario like the one represented by PLC 

is smart metering, since PLC communications do not require a separate communi-
cation line, can rely on the existing electrical grid infrastructure, and allow users 
to easily connect measuring devices to the PLC network by plugging the power 
cable into an electrical outlet [71]. As obvious, data recorded from each connected 
device should be protected against possible tampering attempts from attackers 
sniffing the traffic on the electrical grid, that may adopt different attack tech-
niques. In this context, it is possible to adopt some of the previously highlighted 
security techniques, as well as to define newer mechanisms that may contemplate: 
(i) key generation and provisioning to devices without exposure, (ii) devices ini-
tialization, in order to authenticate them in the network, and key sharing between 
devices before exchanging data, (iii) secure transmission of collected data, and 
(iv) key revocation management to handle discarded devices from the network, 
thus preventing points of failure and reducing DoS attacks’ risks against central 
collector points [72]. 
 

In these contexts, an intruder may attack a PLC-based system in different 
ways, the weakest of which are eavesdropping-based and Man-In-The-Middle 
(MITM) attacks between network nodes; in these scenarios, the attackers can col-
lect only encrypted data readings. Following this approach, it is possible to classi-
fy the attacks, based on their strengthness, as follows. 
• Ciphertext Only Attack, in which the attacker tries to deduce the decryption 

key or the plaintext by eavesdropping the ciphertext. 
• Known Plaintext Attack, in which the intruder collects different pairs of 

plaintext/corresponding ciphertext, obtaining them by reading the output of the 
device and then eavesdropping the encrypted value. 

• Chosen Plaintext Attack, in which the attacker can choose a pair of 
plaintext/corresponding ciphertext among a set of pairs. 
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• Chosen Ciphertext Attack, in which an attacker tries to gather information of 
plaintexts by obtaining the decryptions of chosen ciphertexts, thus attempting 
to recover the secret key used for decrypting the message. 

 
Upon definition of the above attacks types, it is possible to classify the scopes 

of an attacker as follows: (i) to forge the encrypted traffic in an authenticated 
manner; (ii) to estimate the data reading that is encrypted and then transferred 
through the electrical line; (iii) to determine the symmetric secret key, or the 
asymmetric private key, of a network device; and (iv) to overload the sink gate-
way by using massive attacks, such as DoS or DDoS. 

Finally, as stated before, as the wireless communication scenarios, also the 
PLC ones are intrinsically broadcast, and it is important to offer adequate data 
transmission rates, as well as to grant security, especially in multi-users contexts, 
in which the confidentiality of transactions and communications is a primary re-
quirement [73,74]. Although cryptographic mechanisms have been defined, as 
highlighted before, there can be essentially two ways to strengthen and provide 
secrecy in a communication system: (i) at the physical layer, adopting a technique 
denoted as physical layer security or information-theoretic security, and (ii) at the 
high layers, using a mechanism known as complexity-based security. 
• Information-theoretic security, which is considered unbreakable from a point of 

view of cryptanalysis-based attacks even if the adversary had unlimited compu-
ting power, since the adversary simply does not have enough information to 
break the encryption. This security mechanisms may be adopted in secret shar-
ing schemes, in private information retrieval with multiple sources, and in sce-
narios in which symmetric encryption is required. 

• Complexity-based security, which is the most adopted approach, since it in-
cludes all cryptographic methods and techniques (such as DES or RSA algo-
rithms). Unlike the information-theoretic approach, the complexity-based one 
assumes the adversary to have constraints and limitations on available re-
sources and computational power; a complete decryption of the ciphertext is 
practically unfeasible for the adversary in a reasonable time. 

 
As previously detailed, the security issues in the field of PLC-based communi-

cations are related to: (i) confidentiality, dealing with secrecy of data communica-
tion; (ii) authentication, necessary to prevent fake messages from malicious sensor 
nodes, thus ensuring data authenticity; (iii) availability, in terms of consistency of 
services in the presence of attacks integrity, corresponding to the ability of receiv-
ing data or messages in an unaffected form at the destination; (iv) authorization, 
preventing unauthorized access of data to the secured system; and (v) replication 
avoidance, unavoidable to ensure that attackers do not put in place replay attacks, 
again sending old data trying to hinder the security of the system [75][76]. 
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Recalling the different kinds of attacks previously detailed, it is possible to fur-
ther classify the attacks based on several characteristics [77], as follow. Based on 
the access level of the adversary, attacks could be classified as follows. 
• Active attacks, performed by an intruder through modification and theft of data, 

through the completion of some operation to hamper the availability, confiden-
tiality, and integrity of data. Examples of active attacks may be false data injec-
tion, packet modification, node capturing, resource exhaustion, wormhole, 
spoofing, jamming, DoS, and sink hole. 

• Passive attacks, performed by an adversary mainly through an observation of 
network activities, with the aim of impeding the confidentiality of the network. 
Examples of passive attacks may include traffic analysis, information capture, 
and decryption of vulnerable data. 

 
Based on the location of the adversary, attacks may be classified as follows. 

• Internal attacks, in which the adversary launches its attack from inside the 
range of the communication network. These types of attacks require a higher 
skills level, and may include examples such as physical tampering of node, and 
revelation of confidential information. 

• External attacks, in which the intruder acts outside the range of the targeted 
communication network, including both physical and virtual networks. These 
are the most common attacks cases, with examples such as resource exhaustion, 
network jamming, DoS, and DDoS. 

 
Based on the network layer at which the tampering is performed, attacks may 

be classified as follows. 
• DoS attacks, in which a network congestion is exploited, together with possible 

restricted memory and constrained processing capacity, to make network re-
sources unavailable and inaccessible. More in detail, DoS-oriented threats can 
be further described as follows. 
– Node capture/Physical devastation, in which physical damages on the de-

vice’s case, as well as hardware and software alteration, can be performed 
to mutate the availability of the device itself. 

– Flooding of network resources, in which an attacker can exploit scarce re-
sources making them unavailable for other devices. 

– Network configurations alteration, trying to falsify the characteristics of 
the network, to make the network unapproachable for genuine devices 
(e.g., network jamming, physical attacks, ambience camouflaging). 

• Selective forwarding attacks, perpetrated at network layer, in which a forged 
node acts like an actual node, diverting traffic packets to a wrong path but se-
lectively dropping some of them, so that it becomes difficult to identify the in-
trusion. 

• Misdirection attacks, in which information traversing the network is routed to-
ward fake paths, thus adversely affecting the reachability of the different devic-
es participating in the network. 
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• Sinkhole attacks, operated at data link layer attack, in which an attacker joins 
the network contacting a genuine node, with the intent of introducing in the 
communication network, in the future, a fake node. In this way, when a coun-
terfeit node attracts the network traffic, the attack is executed, leaving the fake 
node the ability to perform various malfunctions (e.g., dropping selective pack-
ets, dropping all packets, and altering data). 

• Sybil attacks, in which a counterfeit node takes multiple identities to perform 
an attack, thus targeting the genuine collaboration that normally steers among 
network nodes and disturbing the routing and the traffic forwarding itself 
among trusted parties. 

• Wormhole attacks, operated as a data link layer threat, in which a forged node 
registers all the information and forward them to wrong path. A well-known 
wormhole attack is Stuxnet [78,79], provided with an impressive toolkit for 
replicating itself while remaining undetected into the forged system. It is able 
to travel through different pathways (via removable media, as well as through 
shared network resources), thus exploiting several zero-days vulnerabilities 
(two of which escalate privileges to the administrator level), which, by defini-
tion, would not be defended. Finally, it uses two valid digital certificates to in-
stall a rootkit (a program which can boot up with complete control over a ma-
chine), after which a communication with particular Command-and-Control 
(C&C) servers is established. 

 
In Fig. 13.2 a brief panoramic on the previously detailed attacks id depicted. 
 

 
Fig. 13.2. Security attacks in function of different characteristics. 

In Table 13.2, some countermeasures concerning different network layers, for 
a selection of possible intrusions, are shown. 
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Table 13.2. Security attacks and possible countermeasures, at different network layers. 
 

Network Layer Security Attack Countermeasures 

Application Malicious node, DoS, DDoS, Data corruption 
Malicious node 

detection and isolation 

Transport 
DoS, DDoS, Session hacking, Resource 

exhaustion, Flooding 
Encryption, 

Intrusion detection 

Network 
Misdirection, DoS, DDoS, Eavesdropping, 

Selective forwarding 

Topology control, 
Key management, Se-

cured Routing 

Data Link 
Resource exhaustion, Sinkhole, Wormhole, 

Sybil 
Link layer 

cryptography 

Physical Node capture, Jamming, DoS, DDoS 
Spread spectrum 

technology 

13.4 Experimental Evaluation 

In order to investigate the joint integration of the PLC paradigm in an IoT scenario 
and to evaluate the performance of the overall communication architecture, an ex-
perimental evaluation has been carried out on a residential electrical line, in order 
to verify the capabilities to exchange data collected from different IoT devices 
(through their on-board sensors, e.g., temperature, humidity, brightness, and prox-
imity sensors). In particular, the “CENELEC A” mask has been selected, in its 36 
sub-carriers version (with adjacent sub-carrier separation Df = 1.5625 KHz), since 
the other masks did not work properly on the electrical line, as verified by further 
experimental tests. 

Among many PLC modems produced by different vendors, a PLC kit able to 
support both PRIME and G3-PLC protocols and provided by TI has been selected, 
namely the TMDSPLCKIT-V3 kit [80]. This modem allows to use different mod-
ulations (ROBO [81], a TI-provided modulation which provides repetition code; 
Binary Phase-Shift Keying (BPSK); Quadrature Phase-Shift Keying (QPSK); 
8PSK) and can operate in a double transmission mode (Stream/NO Stream). As-
suming a transmitter module (TX) and a receiver one (RX), the transmission 
modes work as follows: 
• if the Stream mode is deactivated (NO Stream mode), the RX module has to 

send back an acknowledgment (ACK) message to the TX module for every re-
ceived packet (slow transmission); 

• if the Stream option is activated, the RX module has not to send back any ACK 
message to the TX module (fast transmission). 
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The experimental evaluation has been carried out by adopting the G3-PLC 
transmission protocol, due to its features and manageability in the chosen TI PLC 
modem, and has been mainly split into two phases. The former experimentation 
involves the adoption of an application developed by the vendor of the chosen 
PLC modems. The latter is based on the adoption of a self-developed software li-
brary that allows to interact with the chosen PLC modems and to transmit data 
(obtained by on-board sensors equipping the IoT devices) through the power line. 

13.4.1 Evaluation using PLC modems as “Black Boxes” 

In order to test the functionalities of the chosen PLC modem and of its APIs, an 
external Java-based library, denoted as jPLC and with which it is possible to inter-
act with PLC modules, has been developed. This library is based, for its serial 
communication features, on the jSSC library [82] and needs to adhere to the TI-
defined request/response “HostMessage” protocol, by which it is possible to ini-
tialize a G3-PLC-based network and to communicate over the power line. The 
configuration of a PLC modem is carried out through the following steps: 
• system initialization (e.g., check for existing configurations, current configura-

tion loading, system reboot); 
• network configuration, required to make the modem part of an IP power line-

based network (network parameters configuration, Base Node (BN) discovery, 
PLC module attachment to the BN); 

• data transmission, in which the user transmits a “DATA TRANSFER” com-
mand to the PLC modem, which replies with a confirmation message and starts 
sending the message, properly encoded, on the power line. 

 
Among other features, the jPLC library includes some APIs for managing the 

PLC modules in two distinct ways, denoted as “Point-to-Point” (P2P) and “Ser-
vice Node” (SN) configurations, as follows. 
• “Point-to-Point” (P2P) mode: the PLC module registers itself with the power 

line and waits for an input from the user; in the meantime, the PLC module can 
receive, in an asynchronous way, messages from another PLC module. 

• “Service Node” (SN) mode: the PLC module registers itself on the power line 
network, waiting for a joining acknowledgment from a running BN. Once it has 
completed this joining step, it belongs to G3-PLC network and is addressable 
with an IPv6 address released by the BN, that, in this way, acts also as a Dy-
namic Host Configuration Protocol (DHCP) server. 

 
Considering the P2P configuration, we have tested scenarios with two TI PLC 

modules, on both cold and hot lines, managing them with the jPLC library. In the-
se tests, a transmitter module sends a HostMessage-based packet to a second PLC 
module which receives it and, then, replies to the TX with another HostMessage-
based packet. The choice of experimentally performing several tests on both cold 
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and hot electrical lines is due to the fact that, in the case of a cold electrical line, 
the power line is disconnected and isolated from a real electrified line, keeping the 
operators protected from dangers of electric discharges and having the possibility 
to verify the performance and functionalities of a PLC modem in a “safe” and not 
disturbed scenario; in case of a hot electrical line, the power line is connected to a 
real and existing electrified line, with the advantage of being immersed in a real 
scenario, but with the main disadvantage of being sensitive to noises on the line, 
even more in case of highly disturbed power lines. 

Regarding the SN configuration, an experimental scenario composed by a sin-
gle SN (corresponding to a PLC modem) and a BN (whose features are provided 
by the TI Data Concentrator TMDSDC3359 [83] device) is considered. In order to 
prevent any damages to the BN module, the SN scenario has been deployed on a 
cold line. With this configuration, we experimented a successful communication, 
in which the BN initializes the G3-PLC network and the SN correctly joins the 
G3-PLC network, becoming an active member of the system. Another experi-
mental scenario, composed of a TI Data Concentrator TMDSDC3359 as BN and 
with two PLC modules as SNs, has been successfully investigated. The obtained 
results show that, by using our jPLC library, one can identify both the SNs via 
their IPv6 addresses (assigned by the BN) and let them exchange HostMessage-
based packets. 

In Table 13.3, the results of several experimental tests among different offices 
of the School of Engineering and Architecture of the University of Parma, based 
on SN configuration, are reported. The performance metrics of interest in each test 
are: the measured distances between PLC endpoints and the transmission success. 

 
Table 13.3. Performance results of experimental tests, using PLC modems as “black boxes” 

in SN configurations, among different offices. 
 

Config. Line Description 
Transmission 

success 
Reference 

SN COLD 
Zero distance between the 

PLC modems. 
✓ 

Fig. 13.3, 
line (1) 

SN HOT 
Same building, with 5 m be-
tween each line entry points. 

✓ 
Fig. 13.3, 
line (2) 

SN HOT 
Same building, on two dif-
ferent floors and with 15 m 
between each entry points. 

✓ 
Fig. 13.3, 
line (3) 
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(1)

(2)
(3)

 
Fig. 13.3. Map of a scientific building of the School of Engineering and Architecture of the Uni-
versity of Parma. 

In Table 13.4, the results of several experimental tests between the different 
scientific buildings of the School of Engineering and Architecture of the Universi-
ty of Parma, based on SN configuration, are reported. The performance metrics of 
interest in each test are: the measured distances between PLC endpoints and the 
transmission success. 

 
Table 13.4. Performance results of experimental tests, using PLC modems as “black boxes” 

in SN configurations, between different buildings. 
 

Config. Line Description 
Transmission 

success 
Reference 

SN HOT 
Corridor between 2 build-

ings, with 50 m length. 
✗ 

Fig. 13.4, 
line (4) 

SN HOT 
Corridor between 2 build-

ings, with 25 m length. 
✗ 

Fig. 13.4, 
line (5) 

 

(4) (5)

 
Fig. 13.4. Map of the corridor between the different scientific buildings of the School of Engi-
neering and Architecture of the University of Parma. 
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In Table 13.5, the results of several experimental tests between different clas-
ses of the learning buildings of the School of Engineering and Architecture of the 
University of Parma, based on SN configuration, are reported. The performance 
metrics of interest in each test are: the measured distances between PLC endpoints 
and the transmission success. 

 
Table 13.5. Performance results of experimental tests, using PLC modems as “black boxes” 

in SN configurations, among different classes. 
 

Config. Line Description 
Transmission 

success 
Reference 

SN HOT Same building. ✓ 
Fig. 13.5, 
line (6) 

SN HOT 
Same building, with 10 m 

length. 
✓ 

Fig. 13.5, 
line (7) 

SN HOT 
Same building, with 40 m 

length. 
✗ 

Fig. 13.5, 
line (8) 

SN HOT 
Same building, with 15 m 

length. 
✓ 

Fig. 13.5, 
line (9) 

SN HOT 
Same building, with 20 m 

length. 
✗ 

Fig. 13.5, 
line (10) 

SN HOT 
Corridor between 2 class-

rooms at 50 m length. 
✗ 

Fig. 13.5, 
line (11) 

 

(6)

(7)

(8)

(9)

(10)

(11)

 
Fig. 13.5. Map of the learning buildings of the School of Engineering and Architecture of the 
University of Parma. 

As expected, the main causes of communication failures (namely, electrical 
line noises and misconfigurations) are unpredictable and out of direct control. 
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13.4.2 Experimental Evaluation on a Supervised Electrical Line 

Another experimental evaluation has been carried out by transferring an 88 Kbyte 
file between two PLC modems. Since each PLC transmission packet (at physical 
layer) has to be 256-bytes long, the transmission of an 88 Kbyte packet requires 
transmitting 351 PLC packets. In this case, the evaluation has been carried out, 
through a proper application provided by TI, on a residential hot electrical line. 
Different physical layer settings have been considered to test the communication 
on a hot line (a power strip connected and powered by the electrical residential 
line). 

In particular, the considered configurations are the following: 
• “CENELEC A 36” 
• “CENELEC A 25” (use of the “CENELEC A” mask with 25 subcarriers) 
• “CENELEC B” 
• “CENELEC BC” (associated with a broader frequency range given by the un-

ion of “CENELEC B” and “CENELEC C” frequency bands) 
• “CENELEC BCD” (obtained by the union of the “CENELEC B/C/D” masks). 
 

The performance results, associated with the test on a hot line and the 
“CENELEC B” configuration, are shown in Table 13.6. 

 
Table 13.6. Performance results (dimension: [bps]) on hot line, using default parameters, 

adopting different modulations, and “CENELEC B” mask. 
 

CENELEC Mask “B” 
Packet Length 256 bytes 

Modulation Stream TMR OFF 

ROBO 
OFF 729 
ON 902 

BPSK 
OFF 2984 
ON 4200 

QPSK 
OFF 4013 
ON 5574 

8PSK 
OFF 2501 
ON 5846 

 
The performance results, associated with the test on a hot line and the 

“CENELEC BC” configuration, are shown in Table 13.7. 
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Table 13.7. Performance results (dimension: [bps]) on hot line, using default parameters, 
adopting different modulations, and “CENELEC BC” mask. 

 
CENELEC Mask “BC” 

Packet Length 256 bytes 
Modulation Stream TMR OFF 

ROBO 
OFF 1358 
ON 1691 

BPSK 
OFF 3928 
ON 5846 

QPSK 
OFF ✗ 
ON ✗ 

8PSK 
OFF ✗ 
ON ✗ 
 

The performance results, associated with the test on a hot line and the 
“CENELEC BCD” configuration, are shown in Table 13.8. 

 
Table 13.8. Performance results (dimension: [bps]) on hot line, using default parameters, 

adopting different modulations, and “CENELEC BCD” mask. 
 

CENELEC Mask “BCD” 
Packet Length 256 bytes 

Modulation Stream TMR OFF 

ROBO 
OFF 1617 
ON 2115 

BPSK 
OFF ✗ 
ON ✗ 

QPSK 
OFF ✗ 
ON ✗ 

8PSK 
OFF ✗ 
ON ✗ 
 

The performance results, associated with the test on a hot line and the 
“CENELEC A 25” configuration, are shown in Table 13.9. 
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Table 13.9. Performance results (dimension: [bps]) on hot line, using default parameters, 
adopting different modulations, and “CENELEC A 25” masks. 

 
CENELEC Mask “A 25” 

Packet Length 256 bytes 
Modulation Stream TMR OFF 

ROBO 
OFF 1335 
ON 1648 

BPSK 
OFF 3772 
ON 5600 

QPSK 
OFF 4669 
ON 7374 

8PSK 
OFF 5148 
ON 8247 

 
The performance results, associated with the test on a hot line and the 

“CENELEC A 36” configuration, and using traffic packets with 256-bytes length, 
are shown in Table 13.10. 
 

Table 13.10. Performance results (dimension: [bps]) on hot line, using default parameters, 
adopting different modulations, and “CENELEC A 36” mask, and using traffic packets with a 

length of 256 bytes. 
 

CENELEC Mask “A 36” 
Packet Length 256 bytes 

Modulation Stream TMR ON TMR OFF 

ROBO 
OFF 3389 1975 
ON 4976 2775 

BPSK 
OFF 3518 4568 
ON 5168 7074 

QPSK 
OFF 3883 5586 
ON 5487 8959 

8PSK 
OFF 4240 5985 
ON 5971 9807 

 
The performance results, associated with the test on a hot line and the 

“CENELEC A 36” configuration, and using traffic packets with 1024-bytes 
length, are shown in Table 13.11. 
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Table 13.11. Performance results (dimension: [bps]) on hot line, using default parameters, 
adopting different modulations, and “CENELEC A 36” mask, and using traffic packets with a 

length of 1024 bytes. 
 

CENELEC Mask “A 36” 
Packet Length 1024 bytes 

Modulation Stream TMR ON TMR OFF 

ROBO 
OFF 4501 2634 
ON 6076 3760 

BPSK 
OFF 4894 6661 
ON 6369 8769 

QPSK 
OFF 5166 8142 
ON 6789 11212 

8PSK 
OFF 5906 8766 
ON 7089 12344 

 
Considering the values obtained with the inclusion of “CENELEC B” mask, it 

can be observed that the majority of the configurations with “CENELEC BC” and 
“CENELEC BCD” do not provide any data transmission. Moreover, the through-
put obtained with the “CENELEC B” mask, for each configuration, is lower than 
the corresponding one obtained with the “CENELEC A 25” and “CENELEC A 
36” masks. This is likely due, on one end, to a reduced frequency bandwidth and, 
on the other end, to the incompatibility between the available modulations and 
masks different from “CENELEC A.” Although the best performance has been 
obtained with the “CENELEC A 36” mask, a further experimental test has been 
carried out considering the same settings assumed in the previous tests, except for 
the activation of the Tone Mask Request (TMR) option (a TI-provided setting that 
allows to tune the tone mask of OFDM for each currently selected frequency 
range). The obtained results are shown in Table 13.10. 

Comparing the results obtained with activated TMR (column 1) with those 
with deactivated TMR (column 2), it is possible to observe that the activation of 
the TMR option only increases the transmission throughput when the ROBO 
modulation is adopted (improving it by almost 70%). At the opposite, in all other 
cases the throughput decreases, on the average, by approximately 35%. 

Considering the “CENELEC A 36” mask (which guaranteed the highest 
throughput), we performed another test by increasing the PLC packet size from 
256 bytes to 1024 bytes. The transmission of an 88 Kbyte file thus requires 88 
PLC packets. The obtained results, with activation and deactivation of the TMR 
option, are reported in Table 13.11. Comparing the results with activated TMR 
with those obtained with deactivated TMR (more generally, with the results high-
lighted in Table 13.6-13.10), it can be concluded that the highest throughput 
(around 12 kbps) is achieved transferring a file in Stream mode, using the 
“CENELEC A 36” mask with 8PSK modulation and disabling the TMR option. 
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As can be observed, in general these results are in line with the expectations by the 
theory, in which it is expected that QPSK outperforms BPSK and, in turn, that 
8PSK outperforms QPSK modulation. 

13.4.3 Experiments on a Residential Electrical Line 

We now focus on an experimental campaign carried out on a hot electrical line be-
tween two offices of the School of Engineering and Architecture of the University 
of Parma. Following the guidelines suggested by the results obtained in Subsec-
tion 13.4.2, the experimental tests have been carried out using the “CENELEC A 
36” mask and transferring, between the two PLC modules, an 88 Kbyte file with 
351 256-bytes PLC transmission packets (at physical layer). The results obtained 
with this physical layer setting, activating and deactivating the TMR option, are 
shown in Table 13.12. 

 
Table 13.12. Performance (dimension: [bps]) on real hot line, transferring packets with 256-

bytes length and using “CENELEC A 36” mask, and enabling and disabling the TMR option. 
 

CENELEC Mask “A 36” 
Packet Length 256 bytes 

Modulation Stream TMR ON TMR OFF 

ROBO 
OFF 1972 1149 
ON 2723 1530 

BPSK 
OFF 2139 ✗ 
ON 2915 ✗ 

QPSK 
OFF 2466 ✗ 
ON 3219 ✗ 

8PSK 
OFF 2844 ✗ 
ON 3415 ✗ 

 
The performance results on a real hot line, using the “CENELEC A 36” con-

figuration, and using traffic packets with 1024-bytes length, are shown in Table 
13.13. 
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Table 13.13. Performance (dimension: [bps]) on real hot line, transferring packets with 
1024-bytes length and using “CENELEC A 36” mask, and enabling and disabling the TMR op-

tion.  
 

CENELEC Mask “A 36” 
Packet Length 1024 bytes 

Modulation Stream TMR ON TMR OFF 

ROBO 
OFF 2549 2384 
ON 2990 3191 

BPSK 
OFF 2585 ✗ 
ON 3020 ✗ 

QPSK 
OFF 2878 ✗ 
ON 3430 ✗ 

8PSK 
OFF 3317 ✗ 
ON 3971 ✗ 

 
The performance results on a real hot line, using the “CENELEC A 25” con-

figuration, and using traffic packets with 1024-bytes length, are shown in Table 
13.14. 

 
Table 13.14. Performance (dimension: [bps]) on real hot line, transferring packets with 

1024-bytes length and using “CENELEC A 25” mask, and enabling and disabling the TMR op-
tion. 

 
CENELEC Mask “A 25” 

Packet Length 1024 bytes 
Modulation Stream TMR ON TMR OFF 

ROBO 
OFF ✗ ✗ 
ON 1175 1377 

BPSK 
OFF ✗ ✗ 
ON 1388 ✗ 

QPSK 
OFF ✗ ✗ 
ON 1655 ✗ 

8PSK 
OFF ✗ ✗ 
ON 1942 ✗ 

 
Analyzing the results in Table 13.12-13.14, one can observe that the activation 

of the TMR option allows the communication through a real electrical line (be-
tween two different offices of our department) with all the tested modulations, 
with an average throughput on the order of 3.0 kbps when the Stream mode is en-
abled. 

The performance results obtained increasing the PLC packet size from 256 
bytes to 1024 bytes (an 88 Kbyte file requires 88 PLC packets), activating and de-
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activating the TMR option, are shown in Table 13.13. Comparing the results with 
256-bytes long PLC packets with those with 1024-bytes long PLC packets, it is 
possible to observe that, in the latter case: 
• the reliability and the link quality remain the same, having that the ROBO 

modulation is the only enabling modulation working in both Stream/NO Stream 
modes; 

• the adoption of a higher packet size improves links performance, showing that 
in a certain way the packet size’s increase improves the communication per-
formance, thus allowing the communication with all available modulations, 
with highest throughput (3.9 kbps) in the case of 8PSK modulation. 

 
Also in this case, the results adhere to those expected by the theory. Further-

more, comparing these results with those in Table 13.6-13.11, it is possible to ob-
serve that: (i) with “CENELEC A 36” mask, activated TMR option, and 256-bytes 
packets, the performance results in Table 13.10 (column 1) are higher (almost 
70%) than those in Table 13.12 (column 1); (ii) with “CENELEC A 36” mask, de-
activated TMR option, and 256-bytes packet, the only operational modulation in 
Table 13.12 (column 2) is ROBO, while in Table 13.10 (column 2) all modula-
tions allow data transmission; this could be due to the noises on the electrical line 
between the different offices identified as source and destination of the test; (iii) 
with “CENELEC A 36” mask, activated TMR option, and 1024-bytes packets, the 
performance results in Table 13.13 (column 1) are lower (almost half) than those 
in Table 13.11 (column 1); and (iv) with “CENELEC A 36” mask, deactivated 
TMR option, and 1024-bytes packet, the only operational modulation in Table 
13.13 (column 2) is ROBO, while in Table 13.11 (column 2) all modulations al-
low data transmission, and this can be due to the noises on the electrical line. 

Further experimental tests have been carried out maintaining the “CENELEC 
A” band and changing the mask from “CENELEC A 36” to “CENELEC A 25,” 
thus activating and deactivating the TMR option. The corresponding results are 
reported in Table 13.14. Adopting the “CENELEC A 25” mask and disabling the 
TMR option, most of the modulations do not allow communication on the hot 
electrical line. The only operational configuration is the one with the ROBO mod-
ulation: however, in this case as well, the performance degrades with respect to 
that guaranteed by “CENELEC A 36.” It can be observed that the activation of the 
TMR option increases the number of operational modulations (especially when the 
Stream mode is enabled), always respecting those expected by theory, in which 
8PSK outperforms QPSK that, in turn, outperforms BPSK. Furthermore, by com-
paring the results in Table 13.12-13.14 with those in Table 13.6-13.11 (both with 
TMR option disabled), it can be observed that on a real hot line, the only opera-
tional modulation is ROBO, while in Table 13.6-13.11 all modulations allow data 
transmission. 

Other transmission tests on hot power lines have led to the following results. 
1. Adoption of the “CENELEC B/C/D” masks, using the same configurations of 

previous tests on supervised electrical line (Subsection 13.4.2): no data trans-
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mission on these bands was successfully carried out, regardless of the used 
modulation. 

2. Adoption of different masks in TX and in RX, looking for combinations which 
would allow the communication on the electrical line: with the “CENELEC A 
36” mask in TX and the “CENELEC A 25” mask in RX, no configuration 
worked; with the “CENELEC A 25” mask in TX and the “CENELEC A 36” 
mask in RX, no communication was allowed as well. 

13.4.4 Experiments on Electrical Lines with Different Lengths 

We preliminary recall that it is not possible to control the exact extension and the 
loads on a real (walled) electrical line, as the one between different departments of 
the School of Engineering and Architecture of the University of Parma. Therefore, 
we also assembled a handmade 300 m electrical line, composed by 6 coils of 50 
m-long electrical cables, as shown in Fig. 13.6. 
 

 
Fig. 13.6. Real deployment of an electrical line composed by different pieces of electrical cable. 

Adopting the “CENELEC A 36” mask, tests were carried out with activated 
TMR option and using a PLC packet size equal to 1024 bytes. According to this 
setting, the transmission of an 88 Kbyte file requires 88 PLC packets on the elec-
trical line. 

13.4.4.1 Tests on cold electrical line 

As in the test on a close-set electrical line described in Subsection 13.4.2, in this 
case experimental tests were carried out increasing progressively the length of the 
cold electrical line from 50 m to 300 m, with a 50 m step, as shown in Fig. 13.7. 
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Fig. 13.7. Deployment of an electrical line composed by different segments of electrical cable. 

In Table 13.15, the obtained results, considering various modulations available 
in adopted tool, on a cold cable, with length from 50 m to 100 m, transferring 
1024-bytes packets and using “CENELEC A 36” mask, are shown. 

 
Table 13.15. Transmission data rate (dimension: [bps]) on a cold cable, with length from 50 

m to 100 m, transferring 1024-bytes packets and using “CENELEC A 36” mask. 
 

Modulation Stream 50 m cable 100 m cable 

ROBO 
OFF 5276 5201 
ON 7752 7560 

BPSK 
OFF 5589 5510 
ON 8054 7882 

QPSK 
OFF 6076 5859 
ON 8477 8383 

8PSK 
OFF 6375 6272 
ON 8769 8567 

 
In Table 13.16, the obtained results, considering various modulations available 

in adopted tool, on a cold cable, with length from 150 m to 200 m, transferring 
1024-bytes packets and using “CENELEC A 36” mask, are shown. 
 
 
 
 
 
 
 
 
 
 



29 

Table 13.16. Transmission data rate (dimension: [bps]) on a cold cable, with length from 
150 m to 200 m, transferring 1024 -bytes packets and using “CENELEC A 36” mask. 

 
Modulation Stream 150 m cable 200 m cable 

ROBO 
OFF 4836 4710 
ON 7405 7260 

BPSK 
OFF 5444 5342 
ON 7704 7587 

QPSK 
OFF 5760 5669 
ON 8210 8094 

8PSK 
OFF 6080 5990 
ON 8416 8277 

 
In Table 13.17, the obtained results, considering various modulations available 

in adopted tool, on a cold cable, with length from 250 m to 300 m, transferring 
1024-bytes packets and using “CENELEC A 36” mask, are shown. 

 
Table 13.17. Transmission data rate (dimension: [bps]) on a cold cable, with length from 
250 m to 300 m, transferring 1024-bytes packets and using “CENELEC A 36” mask. 

 
Modulation Stream 250 m cable 300 m cable 

ROBO 
OFF 4513 4421 
ON 7005 6835 

BPSK 
OFF 5277 5145 
ON 7337 7055 

QPSK 
OFF 5595 5452 
ON 7815 7662 

8PSK 
OFF 5859 5759 
ON 8116 8093 

 
In Fig. 13.8, the corresponding throughput is shown. It is possible to observe 

that, on a cold electrical line, the best performance is achieved transmitting the 
packets (e.g., data collected by IoT devices) with the Stream option enabled and 
8PSK modulation. As expected, the obtained results on a cold electrical line are in 
line with those provided by the theory, in which BPSK modulation is outper-
formed by QPSK that, in turn, is outperformed by 8PSK modulation. 
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Fig. 13.8. Performance (dimension: [bps]) obtained on a cold electrical cable, transferring 1024-
bytes packets and using “CENELEC A 36” mask. 

13.4.4.2 Tests on a hot electrical line 

The previously described handmade 300 m electrical line has thus been connected 
to a real hot line, attaching the electrical cables on two distinct wall outlets, at ap-
proximately 6 m, as shown in Fig. 13.9. 

 

 
Fig. 13.9. Deployment of an electrical line composed by different pieces of cable, attached into 
two different wall outlets. 

Experimental tests similar to those described in Subsection 13.4.4.1 were per-
formed, increasing the length of the out-of-wall line from 50 m to 300 m, with a 
50 m step. The performance results, in terms of transmission data rate (dimension: 
[bps]), are listed in Table 13.18-13.20 and shown in Fig. 13.10. 

 
In Table 13.18, the obtained results, considering various modulations available 

in adopted tool, on a hot cable, with length from 50 m to 100 m, transferring 1024-
bytes packets and using “CENELEC A 36” mask, are shown. 
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Table 13.18. Transmission data rate (dimension: [bps]) on a hot cable, with length from 50 

m to 100 m, transferring 1024-bytes packets and using “CENELEC A 36” mask. 
 

Modulation Stream 50 m cable 100 m cable 

ROBO 
OFF 4600  4501 
ON 6067 5976 

BPSK 
OFF 4612 4562 
ON 6177 6075 

QPSK 
OFF 4879 4649 
ON 6446 6371 

8PSK 
OFF 5120 4800 
ON 6899 6788 

 
In Table 13.19, the obtained results, considering various modulations available 

in adopted tool, on a hot cable, with length from 150 m to 200 m, transferring 
1024-bytes packets and using “CENELEC A 36” mask, are shown. 
 

Table 13.19. Transmission data rate (dimension: [bps]) on a hot cable, with length from 150 
m to 200 m, transferring 1024-bytes packets and using “CENELEC A 36” mask. 

 
Modulation Stream 150 m cable 200 m cable 

ROBO 
OFF 4494 4306 
ON 5847 5778 

BPSK 
OFF 4510 4401 
ON 5990 5931 

QPSK 
OFF 4610 4504 
ON 6286 6204 

8PSK 
OFF 4711 4613 
ON 6686 6493 

 
In Table 13.20, the obtained results, considering various modulations available 

in adopted tool, on a hot cable, with length from 250 m to 300 m, transferring 
1024-bytes packets and using “CENELEC A 36” mask, are shown. 
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Table 13.20. Transmission data rate (dimension: [bps]) on a hot cable, with length from 250 
m to 300 m, transferring 1024-bytes packets and using “CENELEC A 36” mask. 

 
Modulation Stream 250 m cable 300 m cable 

ROBO 
OFF 4295 4101 
ON 5691 5577 

BPSK 
OFF 4322 4208 
ON 5816 5689 

QPSK 
OFF 4410 4368 
ON 6121 5804 

8PSK 
OFF 4592 4409 
ON 6264 6087 

 
As in Fig. 13.10, in this case as well it can be observed that, on a hot electrical 

line, the best performance is achieved by enabling the Stream option and selecting 
the 8PSK modulation scheme. As expected, the obtained results on a cold electri-
cal line are in line with those provided by the theory, in which 8PSK modulation 
outperforms QPSK that, in turn, outperforms BPSK modulation. 
 

 
Fig. 13.10. Performance (dimension: [bps]) obtained on a hot electrical cable, transferring 1024-
bytes packets and using “CENELEC A 36” mask. 

Moreover, comparing the results in Fig. 13.8 (cold electrical lines) with those 
in Fig. 13.10 (hot electrical lines), it can be concluded that there is an obvious per-
formance degradation, due to the unpredictable noises in a real (hot) electrical 
line. However, even in the latter case, the transmission rate remains acceptable 
(namely, 6 kbps) for relevant IoT scenarios (e.g., distributed monitoring). This 
motivates a joint IoT/PLC approach, as the one proposed in this chapter, not only 
for monitoring scenarios, but also for applications in which an already available 
electrical grid may provide benefits in place of having the need of new technology 
deployments, such as extra urban scenarios in which a power grid is present, 
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whereas wireless-oriented infrastructures require new deployments with high ef-
forts and costs. 

13.5 Conclusion 

In this chapter, a feasibility study on the joint adoption of PLC and IoT paradigms 
in heterogeneous scenarios has been carried out, highlighting that the power line 
medium guarantees acceptable transmission data rates for IoT devices by adopting 
standard communication protocols (e.g., CoAP, CoSIP, HTTP). In order to vali-
date a PLC/IoT communication strategy, an extensive experimental evaluation has 
been carried out using a vendor (Texas Instruments)-provided tool and a self-
developed Java library, adopting the G3-PLC specification as PLC communication 
protocol standard. Experimental performance tests have been carried out on both 
cold and hot electrical lines with variable lengths. The obtained results highlight 
some interesting aspects: (i) the little importance of the chosen modulation when 
working with the “CENELEC A” mask, against the importance of choosing the 
correct modulation when working with the other masks; (ii) the advisable choice 
in transferring 1-Kbyte PLC packets, instead of 256-bytes packets, comparing the 
results in Table 13.6-13.11 with those in Table 13.12-13.14; (iii) an average 
throughput on the order of 8 kbps on cold lines (as shown in Table 13.15-13.17), 
and an average throughput on the order of 6 kbps on hot lines (as shown in Table 
13.18-13.20), both obtained using the “CENELEC A 36” mask, activated Stream 
mode, 8PSK modulation, and 1024-bytes packets, which can support the adoption 
of the PLC paradigm for transferring data collected by IoT devices. 
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