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Abstract — The subject of this paper is the asymptotic opti-
mality of finite-memory detection for transmission over a channel
characterized by a single multiplicative time-invariant stochas-
tic parameter (e.g., block frequency non-selective fading). It is
known that any finite-memory detection algorithm, either trellis-
based or graph-based, is characterized by a single basic met-
ric. We present a theorem which proves that this metric tends,
asymptotically, to that of a receiver with perfect channel state in-
formation.

I. INTRODUCTION AND PRELIMINARIES

In [1], a general framework for finite-memory detection is pro-
posed. In particular, it is shown that statistical definitions of causal-
ity and finite memory conditions lead to formulations of Viterbi al-
gorithm (VA), forward-backward (FB) and sum-product (SP) algo-
rithms, based on a single basic metric.

Assume that the modulator/encoder can be modeled as a time-
invariant finite state machine (FSM) with state �� which evolves
upon the arrival of a sequence of independent information symbols
����, where � denotes the discrete-time epoch. This FSM can be
characterized by a “next-state” function ns���� ��� � ���� and an
“output” function o���� ��� � ��. For simplicity, we refer to a
discrete-time equivalent communication system, and we further con-
sider a single discrete-time observation �� in correspondence with
each information symbol ��—the case of multiple observations per
information symbol can be dealt with by using an appropriate vector
notation. The basic metric to be used in a finite-memory detection
algorithm can be written as follows [1]:
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where �� � ����� ��
�
���� and the parameter 
 is defined as finite-

memory parameter. In other words, the basic metric is given by the
logarithm of the product of the conditional probability density func-
tion (pdf) of �� given 
 previous observations ������� with the a priori
probability of symbol ��.

This unified formulation is conceptually intriguing, since it sug-
gests that any detection strategy appeared in the literature for a VA
can be systematically extended to FB and SP algorithms, and vice
versa. Finite-memory detection, based on the basic metric (1), is op-
timal only in the case of channels with strictly finite memory. In any
other case, this approach is suboptimal for any given finite value of
the parameter 
—a very important example is given by a communi-
cation system with transmission over a stochastic channel.

In this paper, we investigate the asymptotic optimality of finite-
memory detection based on the metric (1). In particular, we consider
the case of transmission of a linearly modulated signal over a channel
characterized by a single time-invariant stochastic parameter �.

II. ASYMPTOTIC OPTIMALITY

Theorem Assume that the observable can be expressed as

�� � ��� � �� (2)

where � is an arbitrary random variable, ���� are transmitted (and
possibly coded) symbols and ���� are independent and identically
distributed noise samples with known statistics. The performance of
the proposed finite-memory detection strategy, based on the metric
(1), is asymptotically optimal, for 
 � �, in the sense that it ap-
proaches the performance of an ideal receiver which perfectly knows
the channel, i.e., the realization of �.

The proof is based on showing that
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where ����� is the pdf of a noise sample, ���
� � ������ 
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and 
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���
� ��� is equal to the pdf characterizing the basic metric of an ide-

ally “coherent” receiver which perfectly knows the channel, i.e., it is
asymptotically optimal.

According to the theorem, a finite-memory detection strategy is
asymptotically optimal as long as � is a random variable, regard-
less of the particular distribution of � and of the particular (possibly
coded) linear modulation. For example, this model includes a non-
selective block fading channel, where the fading coefficient is time-
invariant over the block. However, the theorem does not give any
insight into the rate of convergence of the finite-memory detection
strategy to the performance of a receiver with perfect channel state
information. A special case of the general result in this theorem is
considered in [2], where the convergence characteristics of the finite-
memory detection strategy in the case of VA-based detection over an
additive white Gaussian noise (AWGN) channel introducing a time-
invariant channel phase rotation and PSK, were analyzed in detail.

The proof of the theorem suggests a detection strategy based on
the following modified basic:
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In the special case of white noise with zero mean (e.g., AWGN), it
is possible to show that a receiver based on (4) is asymptotically op-
timal, regardless of the SNR. In particular, the lower the SNR, the
slower the convergence, in terms of performance, of a receiver using
(4) to the performance of a coherent receiver.

Although the asymptotic optimality of (4) is an interesting result
from a theoretical viewpoint, simulation results (not reported here for
lack of space) show that the convergence rate of a receiver using (4) is
significantly lower than that of a receiver using (1), where statistical
knowledge of the channel parameter is exploited.
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