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Abstract— Ad hoc wireless networks represent a new com-
munication paradigm and could be an importamt means of
providing ubiquitous communication in the future. Based on a
recently developed communication-theoretic framework, in which
the interaction between the medium access control (MAC) layer
and the physical layer is taken into account, we investigate the
performance of circuit swirched ad hoc wireless networks. Upon
the introduction of the concept of effective transport capacity,
which represents the “actual” rate-distance product carried
by the network and the maximum of which is rhe transport
capacity of the network, an intuitive and simple approach for
the evaluation of this quantity is proposed. In particular, two
MAC protocols are considered: Aloha and per-route carrier sense
maltiple access (PR-CSMA). Numerical resuits indicate that for
low values of the network traffic load the effective transport
capacity achievable with Aloha is almost equal to that obtained in
the ideal case without inter-node interference (INI). We also show
the existence of a thresheld value of the traffic load below which
Aloha outperforms PR-CSMA, and above which the opposite is
true.

I. INTRODUCTION

Ad hoc wireless networks represent a new and exciting
communication paradigm which could have multiple applica-
tions in future wireless communication systems. Fundamental
performance limits of such a communication paradigm need to
be studied. The concept of transpor: capacity has been intro-
duced to quantify (taking into account the distance over which
the information is transferred) the achievable transmission of
information in the network.

In [1}, the authors compute, through an information-
theoretic approach, the franspert capacity of stationary wire-
less networks. From the results in [1], it is immediate to
conclude that under a physical model of noninterference
(error-free transmission between two neighboring nodes is
guaranteed if the signal-to-interference-and-noise ratic (SINR}
is above a specific threshoid), an upper bound on the transport
capacity for a stationary wireless network with free-space path
loss is O(Ryv AN), where Rp is the channel data-rate of a
node, A is the nerwork area, and N is the number of nodes
in the area.

While the proposed information-theoretic approach is inter-
esting and provides ultimate achievable limits, the influence of

'This rescarch was finded in part by Army Research Office (ARQ) under
Contract No. DAAD19-02-1-0389.
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physical layer characteristics and of the medium access control
(MAC) protocol on the achievable performance is not clear.
A recently develeped communication-theoretic framework for
multi-hop ad hoc wireless networks [2] clearly shows how
physical layer and MAC layer are interrelated. Upon the
introduction of the concept of effective transport capacity in ad
hoc wireless networks, representing the rate-distance product
“actually” carried by the network, we propose a simple and
intuitive approach for its evalwation in the case of circuir
switched ad hoc wireless networks. In the case of stationary
nodes and no inter-node interference (INI), the results pre-
dicted by our theoretical framework are in good agreement
with the results obtained in {1] when one considers an arbitrary
network under physical model. For the case with INI, two
MAC protocols are considered: Aloha and per-route carrier
sense multiple access (PR-CSMA), the latter representing an
extension of classical CSMA [3] to circuit-switched ad hoc
wireless networks. The principle of operation of both MAC
protocols is presented, and their performance is evaluated and
compared to that of the ideal case. It is is shown that for
iow traffic load Aloha MAC protocol guarantees an effective
transport capacity identical to that of the ideal case, whereas
the effective transport capacity sustainable with PR-CSMA
is lower. However, the transport capacity (i.e., the maximum
possible value of the effective transport capacity for given
number of nodes and network area) with PR-CSMA is larger
than that with Aloha.

The remainder of the paper is structured as follows. In
Section II, a model for circuit switched ad hoc wireless
networks is presented. In Section III, some useful results of
the communication-theoretic framework proposed in [2] are
recailed. In Section IV, the concept of single-route effective
transpert capacity is introduced, while in Section V the aggre-
gate (effective) transport capacity is considered. In Section VI,
a comparative analysis of the performance of the considered
MAC protocols is presented, and Section VIIconcludes the
paper.

II. CIRCUIT SWITCHING IN AD HoC WIRELESS
NETWORKS: BASIC APPROACH AND PRELIMINARIES

In a realistic communication scenario, multi-hop communi-
cation in ad hoc wireless networks is affected by inter-node
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Comitunication tubes with data packets flowing inside them.

interference (INI). Various approaches can be used to combat
this effect, such as the use of spread spectrum techniques [4].
In this paper, we do not pursue this possibility further, but
limit the analysis to two random access schemes: Aloha [5]
and PR-CSMA, which will be described in more detail in the
following. At this point, we describe the overall network com-
munication scenario. In the proposed circuit-switched multi-
hop ad hoc wireless network communication scenario, we do
not consider any retransmission mechanism, such as automatic
repeat request (ARQ)%. We note that retransmission does not
represent an energy-conserving strategy, since a fundamental
constraint in ad hoc wireless networks is limited energy
available at each node. Since no retranmission is considered,
each collision between packets has to be analyzed in terms of
interference. To this end, we use a novel bit-level interference
analysis for random access schemes proposed in [2], [6].

In this paper, we consider a novel network communication
scenario based on circuit switching with packetized trans-
mission. The basic principle of operation is described in the
following. A multi-hop communication route between a source
node and a destination node is initially created, through a route
discovery mechanism based on breadcast percolation [T]. The
nodes in the created route are reserved for this communication
only, so that this route can be visualized as a communication
tube, which can bend (if the nodes are mobile) without
breaking—provided that efficient local route maintenance is
performed [8]. The creation of a private path between source
and destination resembles circuir switching [3]. At this point,
the source simply “throws” its data packets into the tube,
so that they are sent to the destination node. A graphical
example, with two communication tubes inside which packets
are flowing, is shown in Fig. 1. Observe, from Fig. i, that in
each tube there are “gaps” between consecutive packets. In the
rest of the paper, we will assume that the packet transmission
is Poisson distributed with parameter A—this implies that the
average inter-arrival rate between two consecutive packets is
1/Xx. In other words, instead of considering “pure” circuit
switching (where transmission in each tube is continuous),

ZNote that in the following we consider uncoded transmission, but the
proposed analysis can be straightforwardly extended to the case of coded
transmission. Ne checksum operation is considered after the possible decoding
block, since no packet dropping is assumed.
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we propose a hybrid scheme, whereby data transmission is
packetized. This is a simple way to reduce interference,
allowing a random access scheme without retransmission to
have acceptable performance. In fact, as shown in the timing
diagrams in Fig. 1, if L/ R;, {the packet duration) is sufficiently
smaller than 1/X (the inter-arrival time), the packets transmit-
ted in the two tubes may not overlap, reducing significantly
the inter-route interference. To be more precise, this idea
applies to the proposed Aloha MAC protocol scheme. The
PR-CSMA scheme, on the other hand, completely eliminates
the interference by activating almost always only one route
(i.e., communication tube) at a time. This is due to the fact
that, in the scheme with PR-CSMA, once a route is activated
by a specific source node, all the other nodes “sensing” the
presence of an on-going transmission will refrain from sending
their packets. Note that in any case, the condition AL < R
has to be satisfied in order for the circuit-switched ad hoc
wireless petwork to properly work.

II. AN ANALYTICAL FRAMEWORK

On the basis of the communication-theoretic framework
developed in [2], we consider a node distribution characterized
by the presence of N nodes placed at the vertices of a square
grid inside a circular area A. Denoting by ps = N/A the
node spatial density, it is easy to show that the minimum inter-
node distance, denoted by 7., can be written as rp, & 1/,/ps.
In the rest of the paper we will assume that a multi-hop
communication route is formed by a sequence of minimum
length hops—this is the most effective strategy for minimizing
the end-to-end BER {2], [6] as well as the transmission
power. Indicating by p; the BER at the end of a single
link, assuming that i) there is regeneration (i.e., detection and
possibly error correction) at each intermediate node, and that
i1) the uncorrected errors made in successive links accumulate,
it is possible to show [2] that the BER at the end of the n-th
link of a multi-hop route, indicated by Pb("), can be expressed
as

P m1—(1-py)™ (1)

An expression for the average BER can be obtained by
evaluating (1) for an average number of hops. Assuming
that the number of hops is uniformly distributed between 1
and n®* = 2,/N/n, the average number of hops becomes

fir = E{ns} = |./N/7|. Hence,
Po=F™ n1-(1-py) VEL @

Expression (2) shows the dependence of the BER, at the end of
an average multi-hop route in an ad hoc wireless network, on
the number of nodes N and the link BER py. In particular,
the link BER p; depends, among other parameters, on the
SNR at the ending node of the link, indicated by SNR . We
assume that the transmitted signal is simply affected by free-
space loss. Hence, according to Friis free space formula [9],
the received signal power at the end of a minimum length hop,



indicated by P,g""), can be expressed as follows:

aP, GG\
o= Baopn =085, o)
where F, is the transmitted power from each node, G and
G, are the transmitter and receiver antenna gains, A, = ¢/ f.
is the wavelength corresponding to the carrier frequency f. (¢
is the speed of light), and f; > 1 is a loss factor.
Two distinct cases can be distinguished, based on the
absence or presence of INI—the former represents an ideal
case, while the latter represents a more realistic case.

o Ideal case {no INI). The link SNR can be written as

P("L)

nol NI _ r

SNRL Pihermal
where Fipermar is the thermal noise. Denoting the trans-
mission bandwidth by B and recalling the concept of
noise figure F of a receiver [9], one can write that
Pihermat = FkTyB, where k = 1.38 x 103 J/K is
the Boltzmann’s constant and Ty is the room temperature
(Tp == 300 K).

s Realistic case (INI). Since interfering signals come from
other nodes, we make the preliminary simplifying as-
sumption that the interfering signals can be treated as
additive white noise independent from the thermal noise.
Indicating by Pyyr the interference power (an expression
for which will be provided later, depending on the specific
MAC protocol and based on a bit-level analysis [2]}, the
SNR at the end of a minimum link length can be written
as

&)

SNRIM = ___ir(ri__

Pthermal + PINT
We refer to full connectivity, in an average sense, when at the
end of an average multi-hop comymunication route the BER is
lower than a maximum tolerable value P{"**. Since the link
BER p;, is a decreasing function of the link SNR, from (2)
it is possible to conclude that, in order for P to be lower
than FPa*, SNRy has to be larger than a minimum value,
indicated by SNRT™, which depends on ™ and N. In the
following, without loss of generality, numerical results will be
presented in the case of uncoded binary phase shift keying
(BPSK) transmission [10] over an additive white Gaussian
noise with free space loss. In this case, the link BER can
be written as

m=q(ViSR) = [

and the minimum link SNR required to guarantee an end-to-
end BER F"** js the following:

2
SNRY™ = 2 {Q" [1 ~(- Pf‘“)m] } @

)

=220y (6)

where (J—*(-) represents the inverse function of ().
The maximum sustainable number of hops ng** corre-
sponding to a final BER P"**, i.e., the maximum number
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of hops such that the final BER is lower than F"®*, can be
written as [11], [12]

in(1— pmax)
max . b . 8
Tish l In(l—pL) J ()
Since, on average, a communication route is formed by a
sequence of |/ N/x] hops, the average sustainable number
of hops can be defined as

e 2 min {n’,?.,‘”‘, l\/ﬁ/TrJ}

l\/N/w J . ifSNRj, > SNR"
- A9
|BGEE2| L ifsNR, < SNRP
In other words: (i) if the link SNR is larger than the minimum
value SNRPI®, then the average number of hops is | /N/7]
(note that the maximum sustainable number of hops is larger);
(i) if the link SNR is lower than SNRT", then the number of
hops which can be sustained is lower than the average number.
This implies that in the latter case full connectivity (in an
average sense) is lost.

I'V. SINGLE-ROUTE TRANSPORT CAPACITY

Based on the notion of average sustainable number of hops,
the average sustainable communication path length Tpars
thai a bit has to travel from a source node 1o its destination

node s
_ _ _ A
FPATH = RspTr = N v

At this point, we introduce the concept of effective transport
capacity, representing the acrual rate-distance product which
is being sustained by the network. If only a single route at a
time were active in the wireless network, the effective transport
capacity of the network would be given by the single-route
effective transport capacity, i.e., by the rate-distance product
carried by this single route. In particular, the single-route
effective transport capacity can be written as

(10)

(11

where AL represents the average data-rate at which the source
node is transmitting, i.e., the traffic load per source node’.
A fundamental underlying assumption in (11) is that only
the source node contributes actual information (the AL bits
generated, on average, every second and considered in Cg{:)
come from the source node). In this sense, the intermediate
nodes act as relay nodes, but they do not contribute to
the effective transport capacity in terms of supplementary
information bits. If only one route is active in the network,
it is possible to assume that there is no INI*. The single-
route effective transport capacity can then be further written

Cé,f:) = ALFpary

3In the remainder of the paper, the traffic load per source node, ie., AL,
will sirmply be indicated as traffic load.

4Considering the case of a single route active at a lime, 2 communication
scenario without INI underlies the assumption that successive links of the
same communication route do not interfere with each other.



as follows:

- [A
0(3 Yy _ Lﬁ';glN] ]_v

Since AN does not depend on AL, it is immediate to
conclude that the single-route transport capacity, defined as
the maximum of the effective single-route transport capacity,
can be written as follows:

(sr) _ (st} _ -naINI ’é
Cr = AL AAE<R, Cre = n}eaxR Vv

V. AGGREGATE TRANSPORT CAPACITY

(12}

(13)

We propose a simple approach for the evaluation of the
aggregate transpott capacity”® of an ad hoc wireless network.
Since the average number of hops per communication route
is |/N/x], there can be at most N/|/Nfx] =~ |V Nx]
disjoint active communication paths—it is possible to show
that a network communication scenario with disjoint commu-
nication routes maximizes the effective transport capacity [2).
It might happen that the maximum number of sustainable hops
is lower than |+/N/7|. In this case, one might argue that
the number of disjoint routes could be larger than [\/]W_}
However, in order to obtain a connectivity-based description of
the effective transport capacity in the network, in the following
we assume that there can be N,, < |v/NaJ disjoint routes in
the network, so that: (i) if there s full connectivity, then each
route is formed by |+/N/m| successive hops (all the nodes
in the network are used); (ii) if there is not full connectivity,
then each route is formed by an average sustainable number of
hops lower than |/N/x|. Based on these considerations, the
effective transport capacity, indicated by C'r., can be defined
as follows®:

Cre 2 ALFpareNar- (14)

Depending on the particular communication scenario, the
average sustainable number of hops, number of active routes,
and, consequently, the transport capacity, can be determined.
In the following, we consider the ideal case (without INT}
and the two cases (with INI) corresponding to Aloha and PR-
CSMA MAC protocols.

A. Ideal Case (no INI}

The effective transport capacity is simply obtained by mul-
tiplying the single-route effective transport capacity (which
assumes no INI) with the number of disjoint routes, given by
|VNr|. In particular, the effective transport capacity can be
written as a function of the number of nodes (for fixed data-
rate) or as a function of the data-rate (for fixed number of

3In the rest of the paper, the term transport capacily will refer to aggregate
transport capacity

SIn the numerical evaluation of the derived expression for the transport
capacity, the Roor operation is not considered, in order to ease the comparison
with results appeared in the literature (e.g., the expressmn for the transport
capacity derived in [1]).
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Fig. 2. Aggregate transport capacity versus data-rate in the ideal (no INI)

case.

nodes), respectively, as follows:
CnoINI F )\Lﬁn"t:INI /r A
s

= ,\Lmin{\/m, [MJ } VA (15)

ln(l —pL)
—noINI

As in the single-route case, in this case as well, since 7}
does not depend on A, the transport capacity is simply obtamed
by substituting AL by Rj, and then by maximizing with respect
to Rs.

The behavior of the effective aggregate transport capacity
as a function of the data-rate is shown in Fig. 2, for various
values of the traffic load AL-—note that for each value of the
product AL the valid data-rate range is given by Ry > AL.
The major network parameters are set as indicated in Fig. 2.
It is immediate to notice that the effective transport capacity
increases, for increasing AL, up to the maximizing value
corresponding to (AL)ReINTimex — prefNimax _ gg ghs
For larger values of the traffic load, the effective transport
capacity is lower than the maximum value. It is interesting to

observe that for AL < {(AL)me/¥Imex the effective transport
capacity is constant (and maximum, with respect to R;) in
the data-rate range (AL, R7°"™"™*). The behavior of the
aggregaie transport capacity as a function of the number
of nodes is shown in Fig. 3. It is immediate to notice the
existence of a threshold value N'®* above which the effective
transport capacity is proportional to v'N and reaches the upper
bound proposed in [1] and below which the effective transport
capacity does not reach (due to the loss of connectivity) this
information-theoretic upper bound.

Thus, our result further refines the results proposed in [11,
by taking into account a prescribed maximum end-to-end BER
over an average multi-hop path. In [1], the authors consider a
hard distinction between the case where no errors are made
and the case where no transmission is possible, We propose a
different approach. In fact, in the ideal case under examination
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we still assume that there is no INI (this is equivalent to
considering a SNIR above threshold for any communication
link, for example using perfectly orthogonal spreading codes
or perfectly functioning directional antennas), but we take into
account the cumulative error effect due to the multiple hops. In
this sense, we consider the degradation, in terms of detection
performance, determined by channel impairments.

B. Aloha MAC Prorocol

The basic principle of Aloha MAC protocol, originally
introduced in [5] for single-hop wireless networks, is the pro-
vision that each node, without sensing the channel, transmits
whenever it has information to transmit. It is easy to see
that this protocol can be potentially used in multi-hop ad hoc
wireless networks.

In [2], [12], a novel bit-level interference analysis is pro-
posed, and the BER performance with Aloha MAC protocol
is analyzed. In the following, we use part of the results in [2],
[12] to evaluate the effective transport capacity with Alcha
MAC protocol. In particular, it is possible to show that the
interference power appearing in the SNR expression (5) can
be written as follows:

PAlcha 4 aPyps (1 - e APP) A4(N) (16)
where Dp = L/ Ry (L is the number of bits per packet) is the
packet duration, and

£ i—1
N Tnax 6 1
Ay (N) = E 1:—24-8 E m -1 a7
i=1 =1

where imax & [VN/2| is the maximum tier number in a
square grid network. It is easy to show that in the case of Aloha
MAC protocol, the link SNR is a monotonically increasing
function of the transmitted power and node spatial density,

L . Aloha,
and it is always lower than a maximum value SNRp o"e:ma
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which can be written as:

SNRgloﬂa,max — lim SN-R.E.!OPHI

Pyps—oo

1
(1~ e=2Pr)A4(N)

(18)

In particular, for large product ADp (low data-rate Ry and/or
large AL product), SNRf"’h“‘m“ decreases, and it can become
lower than the value SNRTR required for full conmectivity.
The condition previously formulated as SN'Rf"’h“’"’” >
SNRF'™ can be re-written, for large P; or pg, as follows:

Ry > mAL - .
o | _Aa(mSNRY" ]

(19)
! [AA(N)SNR'Z""—l

If (19} 1s not satisfied, then, regardless of the transmitted power
and node spatial density, connectivity is lost. For a moderate
to large number of nodes IV, the quantity A 4(/V} is large, and
then the minimum data-rate required for full connectivity can
be large as well [2]. Finally, the effective transport capacity’
can be written as

Cioha oy ALTAk V7 A 20)
At this point, there is a major difference for the computation of
the transport capacity with respect to the ideal (no INI) case.
In fact, while in the ideal case A7ZTN! does not depend on AL,
from (16) it is immediate to conclude that ﬁf,f""“ depends on
the product AL. Henee, the transport capacity, given by

CAloha = max CA!oha 21
T AL, Ry AL<R, L€ @h

needs 1o be numerically evaluated.

In Fig. 4, the effective transport capacity is shown, as a
function of the data-rate Ry, for various values of the traffic
load AL. In particular, for traffic load AL < 130 b/s the
maximum value (with respect to the data-rate) of the effective
transport capacity is increasing for increasing traffic load,
whereas for traffic load larger than 130 b/s, the maximum value
of the effective transport capacity decreases. Unlike the ideal
case, in this case there are not well defined values of the traffic
load and data-rate maximizing the effective transport capacity.
Numerical results show that increasing the transmitted power
increases the transport capacity (as the overall maximum of the
effective transport capacity). However, the effective transport
capacity does not increase without limit by increasing the
transmitted power. In Fig. 5, the effective transport capacity
is shown, as & function of the traffic load AL, for varicus
values of the transmitted power P;. In particular, as one can
see from Fig. 5, increasing the transmitted power beyond 104
W does not lead to any increase of the transport capacity. The
highest possible value of the transport capacity is achieved for

TWe emphasize that expression (20) is actually an upper bound on the
effective transport capacity with Aloha, in the sense that, based on the packet
generation rate, not all possible disjoint routes could be activated (there could
be less than |/ N source nodes ready to transmit).
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a critical value of the wraffic load (AL)A7°#®, which, based on
(19), can be written as follows:

A 4(N)SNRT™
A 4(NISNRPI™ -1

(ALYAh = Ry In (22)
For the particular values of the network parameters considered
in Fig. 5, it follows that {(AL)A#°*% x 3 39 kb/s—note that this
maximum sustainable traffic load is much lower than the data-

rate Ry = 500 kb/s used in the network.

C. PR-CSMA MAC Protocol

The evalvation of the effective transport capacity of an
ad hoc wireless network when using the PR-CSMA MAC
protocol can be carried out as in the previous subsection.
However, a fundamental observation has to be made. In fact,
in the case of no INI or in the case of Aloha MAC protocol,
we assummed that | /N | communication routes can be active
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at the same time. This assumption is not valid in the case of
PR-CSMA MAC protocol. This means that as soon as one
route becomes active, the nodes which are not involved in
this communication route refrain from transmitting when they
sense the on-geing transmission®. The underlying assumption
is that communication routes are created before they are
actually activated-this could be based, for example, on the
use of a specific control channel, separate from the data
channel, for the topological creation of a communication route.
Therefore, once a source node has created a communication
route, it actually has to start the transmission. At this point,
we assume that a source node senses the channel before
transmitting: if no transmission is going cn, then it starts
transmitting, i.e., it activates the route. In {2}, [12], it is shown,
through a bit-level interference analysis, that the interfering
power in this case can be written as

PRIZCOSMA & aPypsAc(N, X, ps) 23)
where
fmax 4
a —A2iTm
Aol ps) & 13 [ =)
1=

2 A2V3i = 1
1 —_a l‘rm)
( e +8 ; Foape]

te
. (1 _ e—AZmrm)] _ (1 _ e—,\2r,,.)} (24)

where 7., = rr /e (c is the speed of light) is the propagation
time between two nedes at the minimum distance ry. As in
the case with Aloha MAC protocol, in this case as well there
exists a maximum attainable SNR (SNRY R-CSMAmaxy 1,
it is possible to show [12] that it is usually much larger than
SNR HoRmaX_this is intuitively obvious as PR-CSMA MAC
protocol significantly reduces the inter-node interference.

For reasonable network dimension and traffic loads (2],
there is usually only NPR-CSMA — 1 active route in
the network, i.e., the communication scenario coincides with
a single-route network communication scenario. Hence, the
effective transport capacity with PR-CSMA MAC protocol can
be written as

A

PR-CSMA _PR-GSMA
Cre 8 ALT, N (25)
where the number of sustainable hops ﬁﬂR‘CSM 4 has for-

mally the same expression as (9). The transport capacity can
then be written as follows:

PR-CSMA _ PR-CSMA
C
T = .

% 26)

max
AL Ry:AL< Ry
In Fig. 6, the effective transport capacity in the case with
PR-CSMA MAC protocol is shown as a function of the
data-rate, for various values of the traffic load AL. It is
immediate to notice that the obtained curves are a scaled

This could be implemented by assunting that alf relay nodes in an active
communication route do not stop transmitting, once the source node has taken
possession of the medium, until the transmission has ended.
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version of those obtained in Fig. 2 for the ideal case—
in fact, in this case as well the transport capacity, i.e., the
maximum of the effective transport capacity, is obtained for
(AL)PRﬁCSMA,max — (Rb‘)PR—CSMA,max — 80 kb/s. For
comparison, in Fig. 6 the behavior of the effective transport
capacity with Aloha MAC protocol for the maximizing traffic
load ({AL)YAfRemax =130 bfs) is also shown, Comparing this
curve with the corresponding curve in the PR-CSMA case, it is

immediate to conclude that for sufficiently high data-rate, the

maximum value of the effective transport capacity in the Aloha
case far exceeds the maximum value in the PR-CSMA case—
note, however, that for low data-rate, where the inter-node
interference becomes significant [2], the effective transport
capacity with PR-CSMA MAC protocol is much larger than
that with Aloha MAC protocol. We further compare the two
considered MAC protocols in the next section.

VI. CoMPARISON OF MAC PROTOCOLS: DISCUSSION

After analyzing the performance, in terms of (effective}
transport capacity, of each considered MAC protocol, a direct
comparison provides further insights regarding the behavior of
a circuit switched ad hoc wireless network. In particular, the
performance of the MAC protocols is compared based on three
useful quantities: 1) the maximum effective transport capacity’
obtainable (suitably setting the transmissicn data-rate) for each
value of the traffic load AL; ii) the minimum data-rate R"
necessary to maximize the effective transport capacity at each
traffic load: iil) the data-rate range (starting from RE“‘“) over
which the effective transport capacity is maximized.

In Fig. 7, the maximum effective transport capacity as a
function of the traffic load is shown. Considering the ideal case
without INT, it is immediate to see that the maximum achiev-
able effective transport capacity is a linear function of the
traffic load AL up to the maximizing value (AL)e!N/max —
80 kbis—this was expected from Fig. 2. For traffic loads larger

INote that this quantity should not be confused with the transport capacity,
which represents the global maximum, also with respect 0 AL.
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Fig. 7. Maximum effeclive transport capacity versus traffic lead AL:

comparison between Aloha, PR-CSMA, and ideal case.

than (AL)"e/N1max since R, > AL, the thermal noise power
is so large that the effective transport Léapacity rapidly drops
to zero. Considering Aloha MAC protocol, the maximum
effective transport capacity coincides with that obtained in the
ideal case for traffic [oads lower than the value (AL)Alohe max
in (22). For larger traffic loads, the transport capacity rapidly
goes to zero. From Fig. 7, it is immediate to recognize that
the transport capacity with Aloha (ie., the global maximum
of the curve relative to Aloha) is almost three orders of
magnitude lower than that in the ideal case. When considering
PR-CSMA MAC protocol, for low traffic values (lower than
(AL)Alohamaxy the achievable effective transport capacity is
almost two orders of magnitude lower than in the ideal and
Aloha cases. However, for increasing waffic loads, while the
effective transport capacity with Aloha MAC protocol drops
1o zero, the effective transpon capacity with PR-CSMA keeps
on increasing. In fact, as expected, the maxirmum achievable
transport capacity with PR-CSMA is a scaled version (the
scaling factor corresponds to the number of active routes
{v/Nr)) of the effective transport capacity in the ideal case.

In Fig. 8, the minimum data-rate necessary to maximize the
effective transport capacity for a given traffic load is shown as
a function of the traffic load. While the minimum data-rate is,
as expected, the same in the ideal and PR-CSMA cases, the
minimurmn required data-rate in the Aloha case is significantly
larger. This is due to the fact that the data-rate needs to be
increased to reduce the INI caused by multiple access with
Aloha MAC protocol.

Finally, in Fig. 9, the data-rate range, over which the
effective transport capacity is maximized, i shown as a
function of the traffic load AL. As for the minimum data-
rate required to maximize the effective transport capacity, in
this case as well the curves for the ideal and PR-CSMA
network communication scenarios are identical, whereas the
curve for the Aloha case is significantly lower. In other
words, for a given iraffic load AL, the data-rate range, over
which the effective transport capacity is maximized, reduces
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when considering Aloha MAC protocol, implying that in this
case the transmission data-rate has to be carefully selected
depending on the traffic load in the network.

VII. CONCLUDING REMARKS

In this paper, a novel communication-theoretic approach
to the analysis of circuit-switched ad hoc wireless networks
has been proposed. By introducing the concept of effective
transport capacity (whose maximum represents the transport
capacity of the network), the performance of ad hoc wireless
networks was analyzed. The obtained results provide a new
perspective on MAC design in ad hoc wireless networks as
well as on resalts that previously appeared in the literature.
More precisely, there exists a threshold N** i terms of
the number of nodes, above which the transport capacity
increases proportionally to v/ and below which it rapidly
drops to zero. The performance obtained in the ideal case
was compared to that obtained in a realistic network com-
munication scenario with INI, considering two random access
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protocols, namely Aloha and PR-CSMA MAC protocols. The
main findings can be summarized as follows.

« For very low values of the traffic load AL the effective
transport capacity achievable with Aloha MAC protocol
is identical with that obtained in the ideal case, and
significantly outperforms that with PR-CSMA MAC pro-
tocol. However, for increasing traffic loads, the effective
transport capacity with PR-CSMA supersedes that of
Aloha (which rapidly goes to zero).

« In order to maximize the effective transport capacity, it is
shown that the data-rate has to belong to a specific range.
While this data-rate range is identical in the ideal and
PR-CSMA cases, in the case of Alcha MAC protocol the
lower extremum of the data-rate range is larger (in order
to reduce the INT) and the range is narrower. Hence, when
using Aloha MAC protocol one has to be careful with the
choice of the data-rate on the basis of the particular value
of the traffic load.

While the approach considered in this paper is limited to
stationary wireless networks, it is also of interest to study
and quantify the impact of mobility on the performance of ad
hoc wireless networks [2], [13]. and to consider other routing
strategies, such as packet switching [14].
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