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Abstract—Electronic signal processing is becoming very attrac-
tive to overcome various impairments that affect optical communi-
cations, and electronic dispersion compensation (EDC) represents
a typical application in the currently designed systems. However,
the inherent limits in performance achievable by electronically
processing the signal at the output of a nonlinear photodetector
have not received the attention they deserve. In this paper, we
investigate the information-theoretic limits of electronic signal
processing in transmission systems employing direct photodetec-
tion and two possible modulation formats: 1) on—off keying (OOK)
with nonreturn-to-zero pulses; and 2) optical duobinary modu-
lation (ODBM). The analysis is based on the computation of the
information rate, i.e., the maximum achievable data transfer rate,
and accounts for the modulation format as well as relevant para-
meters of the transmission scheme. In particular, we investigate
the impact of sampling rate, uncompensated chromatic dispersion
(CD), and quantization resolution of the electrical signal at the
output of a direct photodetector. For OOK systems, the obtained
results show that the optical signal-to-noise ratio penalty entailed
by EDC can be limited to about 2 dB at most values of CD of
interest in current applications. Moreover, ODBM systems at high
values of CD can almost perform as OOK systems at zero CD. For
all the considered modulation formats, the obtained results show
that the received electrical signal can be sampled at a rate of two
samples per bit interval and quantized with a precision of 3 bits
per sample to practically achieve the ultimate performance limits.

Index Terms—Direct photodetection, electronic dispersion com-
pensation (EDC), information rate, maximum-likelihood sequence
detection (MLSD), on—off keying (OOK), optical duobinary mod-
ulation (ODBM), quantization.

I. INTRODUCTION

UE TO the decreasing cost of powerful integrated circuits,

electronic signal processing in digital optical commu-
nication systems is receiving increasing scientific and indus-
trial interest. In 10-Gb/s optical links such as those used in
metropolitan and wide area networks, chromatic dispersion
(CD) is a relevant physical phenomenon that must be dealt
with. Precompensation techniques at the transmitter side or
dispersion compensation techniques at the receiver side can
be used [1]. Electronic dispersion compensation (EDC) is a
particular instance of electronic signal processing designed
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to combat uncompensated CD effects [2]. The corresponding
signal processing can be performed by means of analog or dig-
ital electronic techniques, although the latter is of preeminent
interest today. EDC can be an appealing solution that can lead
to replace (or reduce) costly optical dispersion compensation
units, guarantee robustness, and enable system adaptivity.

Several EDC solutions have been proposed in the litera-
ture, the most important of which are: 1) electronic equal-
ization [2]-[5]; and 2) maximum-likelihood sequence detection
(MLSD)' [2], [6]-[11]. These techniques enable enhanced de-
tection performance at the receiver. In particular, MLSD allows
detection of the transmitted sequence with minimum probabil-
ity of error and therefore represents an important benchmark
for the performance achievable by EDC. Nevertheless, the
performance obtained by MLSD does not represent the ultimate
achievable performance limit, since it depends on the particular
choice of the channel coding/modulation scheme (although,
in the literature, the interaction between coding and modula-
tion is typically neglected, and uncoded schemes are usually
investigated).

Two useful quantities characterizing a transmission channel
are: 1) the information rate (IR), which corresponds to the
maximum transfer rate that can be reliably achieved by prac-
tical transmission schemes, with a specific modulation format
[12]; and 2) the channel capacity, which corresponds to the
supremum of the IR of the channel, considering optimized
data source statistics and modulation format. IR and capacity
therefore allow to tackle the problem of performance charac-
terization of the optical communication systems of interest.
In practice, however, there are two advantages in designing
communications systems considering the IR instead of the
capacity.

1) The capacity of a channel is typically very difficult to
evaluate, and only approximations are available. On the
opposite, efficient techniques exist for accurate computa-
tion of the IR [13]-[16].

2) In usual scenarios, engineering constraints allow to
choose among a rather small set of modulation formats
and channel input distributions such as, for example,
on—off keying (OOK) or optical duobinary modulation
(ODBM) [1], [17]. In these cases, the IR is the significant
performance indicator since, due to design constraints,
the optimization over the channel input distribution is of
limited practical interest.

IStrictly speaking, MLSD systems attempt neither to compensate the chro-
matic dispersion effects nor to equalize them, but duly account for these effects
in the data detection process.
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Fig. 1. Optical communication system model with direct photodetection.

In the literature, several papers dealing with the capacity of
fiber-optic channels have appeared, among which [18]-[20].
In [21], Shamai derives upper and lower bounds on the capacity
of the optical fiber channel with direct photodetection. The con-
sidered channel is characterized by a very low received photon
rate, and the approach for the computation of capacity exploits
the discrete nature of the observed process. In [22], the binary-
input IR and channel capacity of an optical link is investigated
considering a perfectly compensated (i.e., memoryless) optical
transmission scheme. In [22], it is also shown how to achieve
a performance close to the IR limit through modern coding
techniques (such as, for example, turbo codes [23]). In [24],
the authors use the IR for performance characterization of long-
haul optical links. The analysis in [24] is based on the method
proposed in [13]-[16] and takes into account several linear and
nonlinear effects of optical fibers. The channel characterization
method is based on a Monte Carlo evaluation of the statistical
parameters of a long-haul optical link. The authors consider
OOK with bit-rate (or synchronous) sampling, and the IR is
evaluated as a function of the number of spans and launched
power.

In this paper, we evaluate the IR of an optical fiber communi-
cation system with direct photodetection impaired by moderate
and severe CD. Our goal is to investigate the ultimate attainable
performance limit of EDC or, more generally, of electronic
signal processing. The IR is evaluated in the presence of
different modulation formats suitable for direct photodetection,
which are 1) OOK with nonreturn-to-zero (NRZ) pulses and
2) ODBM. The fiber is affected by CD and white Gaussian
amplified spontaneous emission (ASE) noise. The exact sta-
tistical distribution of the observed electrical signal derived in
[25] is exploited to compute a tight lower bound on the IR as
a function of the optical signal-to-noise ratio (OSNR). The IR
sensitivity to sampling epoch and the sampling rate needed to
achieve good performance are investigated: we show that two
samples per bit interval are needed to effectively cope with
CD in the electrical domain. The impact of quantization is also
addressed, and the tradeoff between the number of bits used
to represent the received signal and the system performance is
investigated: a quantization rate of 3 bits per sample is suffi-
cient to practically recover all the information contained in the
received electrical signal. Numerical results are shown in terms
of both IR (as a function of the OSNR for a given value of CD)
and OSNR (as a function of the uncompensated CD), which
are required to achieve a desired value of IR. In particular,
we fix the IR at the rate of a typical Reed—Solomon (RS)
forward error correction (FEC) code [26]. In the considered
communication scenario with NRZ OOK signaling, we show
that the theoretical OSNR penalty with respect to a scenario
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with no dispersion (back-to-back, B2B) is at most 2 dB at CD
values of up to 10000 ps/nm, which corresponds, e.g., to a
haul of about 600 km of a typical single-mode fiber. In the
case of ODBM, a good performance can be achieved in the
medium/high-dispersion region with performance gains with
respect to a B2B scenario of more than 2 dB. In addition, our
results suggest that the OSNR penalty exhibits an asymptotic
convergence for increasing values of CD, especially in the case
of NRZ OOK. In other words, for larger and larger values
of CD, the OSNR penalty saturates. The results presented in
this paper expand upon [27], where the impact of CD on the
performance of an NRZ OOK transmission scheme was briefly
addressed. We remark that, although the considered fiber model
is linear, the adopted method can be extended to account for
fiber nonlinearity and to investigate other modulation formats
such as, for example, carrier-suppressed return-to-zero modu-
lation or differential phase-shift keying [28].

This paper is outlined as follows. In Section II, the
considered communication system models are described. In
Section III, the IR computation technique is reviewed, and the
peculiarities of the considered transmission schemes are dis-
cussed. In Section IV, a technique for low-complexity accurate
evaluation of the channel statistics needed in the computation
of the IR is introduced. In Section V, the parameters char-
acterizing the considered communication schemes are shown.
In Section VI, the impact of sampling rate on the IR is investi-
gated. In Section VII, the performance with and without quan-
tization of the received signal is investigated considering both
NRZ OOK and ODBM. In Section VIII, the obtained numerical
results are discussed. Section IX concludes this paper.

II. COMMUNICATION SYSTEM MODEL

As mentioned in Section I, we consider two different optical
modulation schemes, which are 1) OOK with NRZ pulses and
2) ODBM. In Fig. 1, an optical communication system model
with direct photodetection is shown. At the input of the system,
a sequence of independent and equally likely information bits
A is considered. In the OOK case, the modulator (MOD)
comprises an NRZ pulse shaping filter, an electrical low-pass
filter, and a Mach—Zehnder device. The input/output relation of
the Mach—Zehnder device is

™ T
Eouw = Focos (5 + n2 Vi) I
¢ ocos 7 —l—u2 (D

where FE, is the output electrical field, Ej is the input elec-
trical field from the laser source, u is the modulation index,
and Vj, is the input voltage normalized in the range (—0.5,0.5).
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The modulated signal propagates through a linear optical fiber
modeled by the frequency response [1]

1, mAZ
Hiper (f) = e 7P 1 )

where D is the CD factor (dimension: [ps/nm km], z is the
distance (dimension: [km]), Dz is the total amount of un-
compensated CD (dimension: [ps/nm]), A is the optical carrier
wavelength (dimension: [nm]), and c is the speed of light
(c ~ 3 x 10° km/s). The received optical signal is corrupted
by wideband ASE noise, which is characterized by polarization
components both parallel and orthogonal to that of the useful
signal. The ASE noise is modeled as a white Gaussian com-
plex bidimensional vector process (one complex dimension per
polarization) [1]. The monolateral power spectral density per
complex dimension is Ny. The received optical signal, i.e., the
sum of useful signal and noise, is filtered by an optical filter
with transfer function H,(f) and then converted to an electrical
signal by a square-law photodetector. The signal is then filtered
by an electrical filter with transfer function H,(f).

The obtained electrical signal y(t) is sampled at frequency
fs = n/Ty, where Ty, is the bit interval, and 7 is the sampling
rate expressed in samples per bit interval (or oversampling
factor). For simplicity, only integer values of 7 are considered.

The samples are collected in vectors y = (y,(co), e 7y,(c”*l)) =

(y(t,(co)), e ,y(t,(g’fl))) of 7 elements representing the actual
output of the channel at the instants

t = (k+;>Tb+TO+T, fori=0,....,n—1 (3)

where 7( is used to align the information sequence and the
output sample sequence accounting for the delay introduced
by the various blocks in the communication system, k is the
running bit-time index, ¢ scans the bit interval by multiples of
Ty /7, and 7 denotes the sampling offset or epoch. The output
time-discrete process, which is denoted as ), can be inputted
to an electronic signal processing device, such as an EDC unit.
We will not discuss the internal structure of this device since
our focus is on the ultimate theoretical performance achievable
by EDC that by its own spirit is independent of the specific
implementation of the EDC device.

The scheme in Fig. 1 can be used to represent an ODBM
communication system model as well. The system structure is
basically the same as for the NRZ OOK system. The only dif-
ference is in the modulation block and consists of the following:
1) the presence of a precoder, which is inserted in ODBM trans-
mission schemes to enable simple threshold detection at the
receiver [17]; and 2) a different input—output characteristic of
the Mach—Zehnder device. The precoder consists of a modulo-2
accumulator encoding the input information bits into transitions
in the binary sequence at the input of the ODBM modulator.
As we will see, the presence of the precoder modifies the
memory structure of the overall transmission scheme and must
be properly taken into account. The Mach-Zehnder device
input—output relation in the ODBM case is

Eou, = Eycos (5 +Vin) @)
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where F,; is the output electrical field, Fy is the input elec-
trical field from the laser source, and V;, is the input voltage
normalized in the range (—0.5, 0.5).

The sources of memory in the channel models shown in
Fig. 1 are the modulation filters at the transmitter side, the fiber,
the optical and electrical filters in the receiver front end, and,
only in the case of ODBM, the precoder. As common practice
in detection theory, we define the overall channel memory as
L, with L + 1 corresponding to the number of (consecutive)
bits, including the current one, which influence a particular
observable [29]. Formally, the joint probability density function
(pdf) of the observable vector vy, at the kth signaling interval
satisfies a finite memory property [30]

k-1

p(yilyg ' ad

,ay ) =p (yk|y](§717 ay ) (%)
where the notation a} stands for the sequence of information
bits given by (a;, aj+1,...,ap), and K is the total number of
transmitted bits. In other words, the observable y; depends on
L + 1 information bits. The above notation enables a compact
representation that accounts for possible oversampling with
respect to the bit rate. The special case of bit-rate (or synchro-
nous) sampling is simply accounted for by letting n = 1. The
only difference between these two cases is that y, is a real
scalar for = 1 and an n-dimensional real vector for n > 1.

III. IR COMPUTATION

The discrete process A at the input of the transmission
scheme consists of a sequence of independent and identically
distributed binary random variables {ay, } that take on values in
the set {0, 1} and are characterized by P{a; = 0} = P{a;, =
1} = 1/2. The output of the transmission scheme, for the pur-
pose of IR definition, is represented by the discrete-time process
Y. Under the assumption of joint ergodicity and stationarity
of A and ), according to the Shannon-McMillan—-Breiman
theorem, the IR can be expressed as [12], [16]

1
I(A;Y) = lim —[—logp(yy, ...

n—oo N

' Yn)
an)]  (6)

+logp (yq,---,Ynlat,. ..
where (yq,...,y,) are n received (possibly vector) observ-
ables, and (as, . .., a,) are the corresponding information bits.

Since the overall memory of the transmission system is
practically finite, it is possible to introduce a finite state ma-
chine (FSM) model of the transmission scheme with state sg
at the kth signaling interval. In particular, the FSM memory
parameter L is a design parameter to be chosen large enough to
make the model accurate. Since both the input process and the
channel are ergodic, A and ) are jointly ergodic and stationary
[31]. In the case of OOK, the state s°* at the kth signaling
interval is defined as

ook

A
5% = (k—p, ... ap-1)

i.e., it is a vector of L consecutive information bits. The align-
ment parameter 7y in (3) can be chosen in order to minimize L
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while preserving the model accuracy. Assuming that the fiber
transfer function is modeled noncausally as in (2) and that the
optical and electrical filter impulse responses are short, i.e.,
less than Ty, an effective value for the alignment parameter
is 79 = —TpL/2. In the case of ODBM, the presence of the
recursive precoder suggests a proper redefinition of the state.
In particular, we define the ODBM state as

A
Sodbm

k - (Ck‘,—L7"'7Ck—1) (7)
where {c;} is the sequence of precoded bits defined by the
recursion

¢k = (ag + cx—1) mod 2.

According to (7), the state depends only on the binary symbols
c, that are actually processed by the modulator. This enables
the use of the same formal model to describe the statistical
dependence of the channel output on the FSM state for both
OOK and ODBM.?

The IR can be computed by using the Monte Carlo approach
proposed in [13]-[16]. More precisely, for a sufficiently large
number n of consecutive observations, the exact IR in (6) can
be approximated as

(A y) ! [ logp(yla"'ayn)

+logp (Y, Yplat,...,an)]  (8)
where the pdf p(yy,...,y,) is obtained by means of a recur-
sive computation based on the received samples (y, ..., Y, ),
and the conditional pdf p(yq,...,y,la1,...,a,) can be
computed analytically [25] or approximately as described
in Section IV. In [13]-[16], the recursive computation of
p(Yq,-..,Y,) is shown to be equivalent to the forward recur-
sion of a forward—backward algorithm [32] and is based on the
knowledge of the generic conditional pdf p(y, |yt ', ay) of the
observable y,.. In practice, given the transmitted data sequence
ag, the observable vy, depends only on a finite number «y of
previous observables. Taking into account the finite memory
condition (5), the conditional pdf can be expressed as

k-1 o\ p(yk|y£:§7al,§,L), for OOK
P(’yk|yo 7a0)_ A
(ykly,c S Ch L) for ODBM
)

where the parameter v € N is the number of past observables
on which y,, depends given the transmitted bit sequence. The

2We remark that the state in (7) is equivalent to (Ck—L>Qk—L41s---»
ap—1). It is then possible to exploit the particular symmetry of ODBM to
obtain a reduction of the state space. In fact, since the output of the square-law
photodetector does not change upon a signal phase rotation, the states (cx_r.,
Ak—L+1,---,0k—1)and (—cx_r,ak_r+1,---,ak—_1) entail the same con-
ditional pdf of the observable. In other words, there is no statistical dependence
on ¢ _1,. The ODBM state can therefore be equivalently redefined as

odbm &
Sk

= (@k—Lt1,--+>0k—1)-
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parameter <y is proportional to the system memory due to the
front end that affects the ASE noise and can be effectively
approximated by

where o, and o, are the root-mean-square duration of the
optical and electrical filters, respectively [1], and the notation
|| denotes the integer part, i.e., the largest integer less than
or equal to z. In practical situations, v € {0, 1}, where v =0
means that the noise has a memory shorter than the sampling
period, i.e., 1) there is no dependence of y;, on y’O“’1 given the
sequence af; and 2) there is no dependence of y,(:) on y,(cj ) for
i,j=0,...,n—1and ¢ # j. Values of ~ larger than 1 would
not be of practical interest since the only parameter influencing
v is the receiver front-end memory, which is usually kept as
small as possible in order to avoid intersymbol interference.
For 1 > 1 samples per bit interval, the pdf in (9) can be factored
as (considering OOK)

(yk|yk wak L) HP( (l 1)a"'7yl(cO)’yk wa’li L)
(10)

We point out that if the noise has a memory shorter than the
sampling period, i.e., v = 0, (10) becomes

n—1
P <yk‘y]]z:flyaa’£—L> = HP (y](;)‘asz) :
i=0

(1)

In [25], a method for the exact evaluation of p(y,(j)|a’,§_ )
is proposed, which enables the computation of (11), i.e., (9) for
v = 0. In the following, we will assume y = 0, and for the eval-
uation of the conditional pdf, we will use the method proposed
in [25]. Since a conservative approach to channel modeling
would account for the dependence between observables condi-
tioned on the transmitted bit sequence, i.e., ¥ = 1, the assump-
tion v = 0 will lead to a mismatch between the actual channel
and the channel model used for the evaluation of the pdfs.
Unfortunately, a closed-form expression for (9) with v =1
is not available, and its statistical analysis is computationally
prohibitive. On the other hand, extensive statistical analysis has
shown that, in the considered scenarios, the typical correlation
coefficient (conditioned on a particular bit sequence) between
two samples at one half bit period distance (corresponding to
two consecutive samples at 7 = 2) is about 0.1 with maximum
peaks of about 0.2. Moreover, the correlation between samples,
which are at a distance of 1 bit period, is negligible. This
suggests that the approximation based on assuming v = 0 is
numerically accurate.

In [16], it is shown that if the received samples {y;}
are generated with the actual channel model, and the pdfs
p(Yis--,Yy,) and p(yq,...,Yyla1, ..., a,) are computed us-
ing a different channel model, i.e., an “auxiliary channel,” the
obtained IR value is a lower bound on the actual IR. As a
consequence, all the mismatches in channel modeling, among
which the most important ones come from the assumptions that
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1) L is finite and 2) the observation samples are conditionally
independent, contribute to an underestimation of the true IR.
This fact will be taken into account in discussing the obtained
results in terms of tight lower bounds.

IV. ACCURATE APPROXIMATION OF THE
PDF OF THE OBSERVABLES

While the computation of the conditional pdf of the obser-
vation y,(;) based on the techniques presented in [25] is exact,
it does not lead to a simple closed-form expression for this pdf
and therefore does not lend itself to a low-complexity evalua-
tion. By heuristic considerations, we found that the following

function can be used to accurately “fit” the exact pdf:

fy) =exp (a—i—by-ﬁ-cy%—i—dlny) (12)

where a, b, ¢, and d are suitable parameters to be optimized in
order to minimize the mean square error (MSE) between the
exact pdf and f(y). Obviously, the parameters a, b, ¢, and d
depend on 1) the specific bit sequence; 2) the OSNR; and 3) the
value of the dispersion and the other parameters affecting the
overall transmission scheme.

In the numerical computation, we used MATLAB to derive
the fitting parameters a, b, ¢, and d. In particular, we used
an implementation of the Levenberg—Marquardt algorithm for
nonlinear regression [33]. While the used fitting operation gives
a very low MSE, two main issues are relevant.

1) The relative distance between exact and fitted curves
becomes significant in the tails.
2) The nonlinear fitting algorithm is very complex.

These two issues can be solved by fitting the logarithm of the
actual pdf with the logarithm of the function f(y), i.e.,
lnf(y):a+by+cy%+dlny. (13)

In this case, a linear minimum MSE (or least mean square,
LMS) can be considered due to the linearity of the fitting
function in the parameters a, b, ¢, and d. LMS represents an
appealing solution due to its limited computational complexity.
In Fig. 2, a direct comparison between the exact pdf and
the corresponding best-fit pdf is shown, which considers two
possible transmission patterns (ax_r,,...,ar) = (1,1,1,1,1)
and (ax_r,...,a;) =(0,0,0,0,0), i.e., an all-“1” transmis-
sion pattern and an all-“0” transmission pattern, respectively.
The considered modulation format is NRZ OOK, and the
communication system is B2B. The FSM memory parameter is
L = 4. Although a different system setup, i.e., different filters,
modulation, OSNR, and CD, leads to a different pdf, the fitting
procedure is highly accurate in all cases. The fact that the pro-
posed fitting function is similar to the analytical approximation
proposed in [11] indirectly confirms the validity of the proposed
approach. We performed an extensive set of tests considering
several bit patterns, OSNR, and CD values. The results show
that there is an excellent agreement between the exact pdf and
the proposed best-fit approximation. The approximation in (13)
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Fig. 2. Direct comparison of the exact observable pdfs with their best fitting
functions for an NRZ OOK system at B2B. An all-“1” transmission pattern,
i.e., “ON-state,” and an all-“0” transmission pattern, i.e., “OFF-state,” are
considered. The OSNR is 8 dB.

TABLE 1
L As A FUNCTION OF CD

CD [ps/nm] | 0 | 1700 | 3400 | 6800 [ 9350 | 10200
L 41 6 8 10 12 14

is a very accurate alternative to the approximate closed-form
formulas found in [11] and [34].

V. ANALYSIS AND SIMULATION SETUP

In the following sections, we will consider two 10-Gb/s
schemes with 1) NRZ OOK and 2) ODBM.

The OOK system setup is as follows. With reference to
Fig. 1, the low-pass modulator electrical filter is a third-order
Bessel filter with bandwidth of 9.5 GHz; the modulation index
w in (1) is equal to 0.93, which corresponds to an extinction
ratio of 24.3 dB at the transmitter side; the optical filter is
a third-order Bessel filter with bandwidth of 32.5 GHz; and
the electrical filter is a fifth-order Bessel filter with bandwidth
of 7.7 GHz.

The ODBM system setup is as follows. With reference to
Fig. 1, the low-pass modulation electrical filter is a fifth-order
Bessel filter with bandwidth of 3 GHz; the optical filter is a
third-order Bessel filter with bandwidth of 33 GHz; and the
electrical filter is a fifth-order Bessel filter with bandwidth
of 7.7 GHz.

As discussed in Sections II and III, the memory L of the FSM
that models the transmission scheme depends on its charac-
teristics. In particular, the system memory L is an increasing
function of the uncompensated CD value. The results in the
following sections are obtained considering the conservative
values of L indicated in Table I as a function of the CD.
These values have been chosen to ensure convergence of the
IR computation algorithm.
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Fig. 3. IR as a function of the normalized sampling epoch 7/T} in a scenario
with 7 = 1 sample per bit interval and OSNR equal to 6 dB.

In all the following results, the OSNR is defined as the ratio
between the average received signal power and the noise power
in a bandwidth corresponding to 0.1 nm with carrier wavelength
equal to 1550 nm.

VI. IMPACT OF SAMPLING RATE AND EPOCH

In this section, we investigate the effects of the sampling
epoch and rate on the IR and therefore on the maximum
attainable data transfer rate. The results presented in this
section refer to a scenario with OOK. However, similar re-
sults can be obtained considering ODBM. The IR has been
evaluated, according to the approach proposed in Section III,
by Monte Carlo simulations based on sequences of n = 10°
information bits.

In Fig. 3, a lower bound on the IR is shown as a function of
the normalized sampling epoch 7 /T, in a scenario with OSNR
equal to 6 dB and n = 1 sample per bit interval. CD values
equal to 0, 1700, 2550, 3400, and 6800 ps/nm are considered.
The value 7 = 0 corresponds to a reference sampling epoch
determined by transmitting a single pulse (a single “1”’) at zero
dispersion (i.e., in B2B) and observing the instant at which the
signal at the output of the electrical filter reaches its peak. One
can observe that, while 7 = 0 is almost optimal for a CD equal
to 0 ps/nm, at some values of CD (1700 and 3400 ps/nm), there
is no dependence on the sampling epoch 7, and at other values
of CD (2550 and 6800 ps/nm), the optimum sampling epoch
is 7 = —0.5T7}. These results show that the optimization of the
sampling offset is crucial when considering 77 = 1 sample per
bit interval. We repeated this analysis at several OSNR values
and verified that the observed behavior does not depend on the
particular value of the OSNR.

We also evaluated the impact of the sampling epoch in a
scenario with 1 = 2 equally spaced samples per bit interval.
Our results show that the curves equivalent to those in Fig. 3
are flat. In other words, for a sampling rate equal to two
samples per bit interval, the sensitivity on the sampling epoch
is negligible. An interpretation of this result is that two samples
per bit interval are approximately sufficient to satisfy with
the considered filters the Nyquist condition on the minimum

1747

1 — it
o © CD=0 ps/nm (n=1) 2 ';27
& a CD=1700 ps/nm (n=1) %f
¢ ¢ CD=3400 ps/nm (n=1) }4 avi
0.8 # » CD=6800 ps/nm (n=1) By
o—o0 CD=0 ps/nm (n=2) /o
_ &-a CD=1700 ps/nm (1=2) //’// %
2 0.6 ||e— CD=3400 ps/nm (n=2) o
= *—+ CD=6800 ps/nm (1=2) ,’,/
3 7
=7 04
0.2
0 Vad
-10 -8 6 4 -2 0 2 4 6 8 1012 14 16
OSNR [dB]
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6800 ps/nm, respectively. In all cases, values of 7 equal to one and two samples
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sampling frequency. In other words, the samples taken with
an oversampling factor n = 2 carry enough information for
accurate reconstruction of the time-continuous signal.

In Fig. 4, lower bounds on the IR are shown as functions
of the OSNR for values of the sampling rate n = 1 and n = 2
samples per bit interval. Several values of the CD are consid-
ered. In the synchronous sampling case (7 = 1), the sampling
epoch is optimized for each OSNR and for each CD value.
As expected, the IR tends to 1 for increasing OSNR, i.e.,
reliable transmission of 1 bit per channel use is possible for
sufficiently large OSNR. However, for a fixed value of IR,
an increasing OSNR penalty is incurred for higher values of
CD. The influence of the CD on the IR will be discussed in
detail in the next sections. Consider now the difference between
n =1 and n = 2 samples per bit interval for high IR values
of interest in current optical communications (i.e., greater than
0.9). As one can see from Fig. 4, at CD equal to 0 ps/nm,
the scheme with = 2 exhibits a 0.5-dB gain with respect to
that with synchronous sampling (i.e., 7 = 1). Moreover, for in-
creasing values of CD, this gain increases further: for example,
at 1700 ps/nm, the gain is about 1.8 dB.

The above results show that synchronous sampling is not
sufficient to completely recover the information contained in
the received (electrical) signal, and the choice of synchro-
nous sampling can lead to an OSNR loss as high as 2 dB.
An interpretation of this fact can be based on the follow-
ing communication-theoretic considerations. Consider a linear
channel such as a dispersive additive white Gaussian noise
channel. It is well known that matched filtering followed by
synchronous sampling produces an observable sequence that is
a sufficient statistic for the detection of transmitted data [17].
In the case of a fiber-optic channel with direct photodetec-
tion, because of technological constraints, optical matched
filtering is of no practical interest. As a consequence, due to
the nonlinearity of the receiver, the synchronously sampled
observable sequence is no longer a sufficient statistic for data
detection. Linear electrical filtering does not guarantee optimal
performance with synchronous sampling. This problem can be
solved by increasing the sampling rate. Moreover, simple signal
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processing considerations justify the fact that considering a
sampling rate 7 > 2 should offer no advantage with respect to
the case with n = 2. In the considered 10-Gb/s communication
systems, the signal bandwidth at the output of the electrical fil-
ter is about 7 GHz. Therefore, the Nyquist rate is about 14 GHz.
A sampling rate equal to n = 2 samples per bit interval cor-
responds to a sampling frequency equal to 20 GHz, which is
above the Nyquist frequency and therefore sufficient to exactly
represent the time-continuous observed signal.

Motivated by the above considerations, in the remaining part
of this paper, the sampling rate will be set to = 2 samples per
bit interval. This choice allows to accurately predict the ultimate
performance limits of EDC.

VII. IMPACT OF CD AND QUANTIZATION

In this section, we investigate the IR considering absence of
quantization of the observables (this leads to a theoretical per-
formance limit) and finite quantization considering a number of
bits per observation sample ranging from 1 to 5. All IR values
are obtained using the Monte Carlo simulation-based method
described in Section III, and the number of transmitted bits is
n = 105. As stated in Section VI, an oversampling factor 7 = 2
is considered, and the results are provided for both OOK and
ODBM.

A. OOK Modulation

In this subsection, we investigate the IR performance of
the optical transmission system described in Section V, where
OOK with NRZ pulses is the used modulation format. In Fig. 5,
IR is shown as a function of OSNR considering various values
of CD: 0, 1700, 3400, and 6800 ps/nm, respectively. One
can observe that increasing the value of CD causes an OSNR
penalty that however seems to saturate for increasing values
of CD. In fact, for the given IR, the OSNR penalty incurred
when CD increases from 0 to 1700 ps/nm is about equal to
that observed when CD increases from 1700 to 3400 ps/nm,
whereas the OSNR penalty incurred when CD increases from
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of CD in an OOK transmission system. The dashed region is achievable.

3400 to 6800 ps/nm is negligible. In order to better understand
the impact of CD on system performance, we remark that in
commercial optical communication systems, FEC codes are
used to achieve virtually error-free performance. A typical code
rate for optical FEC schemes using Reed—Solomon codes is
239/255, which means that for every 255 transmitted bits, only
239 represent the information payload, and the remaining 16 are
redundant bits used for error detection and correction. Assum-
ing that the code rate is set to 239/255, and keeping in mind that
IR represents the maximum achievable reliable data transfer
rate, it is possible to compute the OSNR needed to achieve the
IR 239/255 as a function of the uncompensated CD. This can
be pursued by obtaining the OSNRs of the intersections of a
horizontal line at an IR equal to 239/255, shown in Fig. 5 as a
dashed line, and the IR curves.

In Fig. 6, the OSNR needed to achieve an IR equal to 239/255
is shown as a function of CD. Since the IR is an increasing
function of the OSNR, the whole (dashed) region above the
curve in Fig. 6 represents the set of (OSNR,CD) pairs that can
be reliably achieved (with error probability as low as desired)
by properly designed and sufficiently complex transmission
schemes. In other words, the dashed region is achievable. One
can observe the predicted behavior: the OSNR starts at 6.5 dB,
increases in the CD range between 0 and 3000 ps/nm, and then
settles in the neighborhood of 8.5 dB, at which it seems to
remain stable in the high-CD region. Note that since all the IR
curves previously shown are lower bounds for the actual IR,
the OSNR curve in Fig. 6 (and in the following figures) is an
upper bound on the actual OSNR. This guarantees the achiev-
ability of the dashed region. If ideal optical CD compensation
at the receiver could be achieved, it would be possible to set
the system operating point to the CD value corresponding to
the lowest possible OSNR, which in this case is CD equal to
0 ps/nm. As a consequence, with ideal optical CD compen-
sation at the receiver, the performance does not depend on
the CD value. This is shown in Fig. 6, where the horizontal
dashed line represents an upper bound on the OSNR curve for
the considered OOK system with ideal optical compensation at
the receiver.
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We now focus our attention on the impact of quantization
of the observables on the IR. In this paper, we consider only
uniform quantization, i.e., the thresholds describing the quan-
tization function are equally spaced. If the number of bits
representing the quantized value is m, then 2™ regions are
considered and correspondingly 2™ — 1 thresholds. A uniform
quantization function is uniquely identified by: 1) the number
of bits m; 2) the maximum threshold; and 3) the minimum
threshold. If we denote the quantized interval to which the
(@) (@)

observable 1/, ” belongs by an index 2, ’, and, as a consequence,

the quantized vector observable by zj = (zl(ﬂo),...,zl(f*l)),
the IR computation algorithm described in Section III can
still be used after a formal substitution of 3" with 2"’ and
Yy, with zy. In particular, since we consider v =0, (11)

becomes
n—1 )
p(sust b ) = T (k) o
i=0

where the conditional probability mass function p(z,(f)|a§7 )
is obtained as

p (Zl(j)|aﬁfL) =P {Z/z(j) €l (zl(cl>) ‘allsz}

_ () g (0
B /z(zlgw)p (ulakr) a9

(i)) denotes the quantization interval in correspon-

where Z(z,

dence with the index z,(;), and p(yl(;)|a27 ;) is obtained as
described in Section I'V.

In order to avoid information loss, the quantized signal must
be representative of the statistics of the received signal. As
a consequence, the maximum and minimum thresholds must
be optimized as functions of every parameter affecting the
received signal, namely the OSNR and the CD (since every
other parameter, e.g., the bandwidths of the various filters, is
assumed to be a design constraint). In the following results
and throughout the remainder of this paper, the minimum and
maximum thresholds are optimized for every value of OSNR
and CD.

In Fig. 7, the lower bound on the IR of an NRZ OOK
scheme is shown as a function of the OSNR for CD equal to
1700 ps/nm. Various levels of quantization with 1, 2, and 3 bits
per sample, as well as absence of quantization, are considered.
One can observe the expected behavior: as the number of
quantization bits increases, the distance between quantized and
unquantized IR curves tends to zero. Moreover, while the 1-bit
IR curve exhibits a quantization loss (in terms of OSNR) of
about 2 dB, the 2-bit IR curve is characterized by a quantization
loss of only 0.2 dB. The 3-bit IR curve exhibits a negligible
quantization loss.

In Fig. 8, the upper bound on the OSNR required to achieve
an IR equal to 239/255 bit/use is shown as a function of CD
for n = 2 samples per bit interval. The performance with no
quantization and 1-bit, 2-bit, and 3-bit uniform quantization is
analyzed. One can immediately recognize that 1-bit quantiza-
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tion does not allow effective data transfer, since a very high
OSNR is needed to recover even a CD equal to 2000 ps/nm. The
2-bit OSNR curve shows instead that this quantization level is
sufficient to recover from high-dispersion values. Nevertheless,
a 2-bit quantization causes a penalty of approximately 1 dB
with respect to the unquantized case in the high-dispersion
region. On the other hand, it is easily recognized that a 3-bit
quantization is sufficient to accurately represent the received
sampled signal, since this induces a penalty that ranges between
about 0.1 dB (in B2B) and about 0.3 dB (in the medium
CD region).

In Fig. 9, the upper bound on the OSNR required to achieve
an IR equal to 239/255 bits per channel use is shown, as
a function of the number of quantization bits, considering
several CD values. One can observe that the highest relative
performance improvement is obtained by increasing the number
of quantization bits from 1 to 2. On the other hand, a 4- or 5-bit
quantization is needed in order to recover the entire information
content embedded into the received signal. This is especially
true in the case of medium/high values of CD.
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B. ODBM

In this section, the IR of the ODBM transmission scheme
described in Section V is investigated. The IR curves as func-
tions of the OSNR are similar to the IR curves in the OOK
case. Nevertheless, the relationship between IR and CD is not
monotone anymore. In Fig. 10, an upper bound on the OSNR
required to achieve an IR equal to 239/255 bit/use is shown as
a function of CD considering n = 2 samples per bit interval
and no quantization of the received signal. As for OOK, the
dashed area indicates the achievable region. In other words,
any (OSNR,CD) pair of values in this region can be achieved
reliably (i.e., with error probability as low as desired) by using
carefully designed and sufficiently complex EDC systems. By
examining the results in Fig. 10, one can better understand the
inherent difference between OOK and ODBM. In fact, unlike
OOK systems, the performance of ODBM systems improves
for increasing values of CD. In particular, the OSNR required
to achieve reliable transmission at 9200 ps/nm is 6.73 dB.
Moreover, the ODBM performance (in terms of required OSNR
for a target IR) in the medium/high-CD region is slightly depen-
dent on CD. If ideal optical CD compensation at the receiver
is considered, the obtained results suggest that the optimum
operating point is about 9000 ps/nm. An upper bound to the
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OSNR curve with ideal optical CD compensation is shown in
Fig. 10 as a dashed horizontal line.

Let us now evaluate a lower bound on the IR as a function of
the OSNR for values of CD from 0 to 6800 ps/nm in the absence
of quantization and in the presence of uniform 3-bit quantiza-
tion of the output signal. The corresponding results are shown
in Fig. 11. The behavior of OOK schemes in the presence
of quantization is confirmed for ODBM schemes as well. In
particular, the results in Fig. 11 show that a quantization level of
3 bits per sample is sufficient to almost completely recover the
information embedded in the unquantized observables. In fact,
the distance between unquantized and 3-bit quantized curves in
terms of OSNR is less than 0.2 dB.

In Fig. 12, the upper bound on the OSNR required to achieve
an IR equal to 239/255 in ODBM schemes is shown as a
function of CD. The performance with no quantization and
uniform quantization is evaluated. In the quantized case, one,
two, and three quantization bits are considered. As expected,
the behavior characterizing the OOK scenario is confirmed in
the ODBM schemes as well. In fact, although a 1-bit quan-
tization exhibits a significant loss (with respect to high-level
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quantization schemes), in the ODBM case, data transmission
with acceptable performance is still possible at dispersion val-
ues as high as 6000 ps/nm. The IR curve for 2-bit quantization
shows an asymptotic (for high values of the CD) penalty of
about 1 dB as in the OOK case, whereas the IR curve with 3-bit
quantization has an asymptotic penalty lower than 0.35 dB,
which is in excellent agreement with the OOK case.

VIII. DISCUSSION

The results presented in the previous sections give an
overview of the intrinsic potential of electronic signal process-
ing in optical transmission schemes affected by severe un-
compensated CD. In particular, in the case of OOK, the
high-dispersion region is characterized by an unavoidable loss
with respect to the B2B scenario of about 2 dB. Given suffi-
ciently complex processing, the obtained results suggest that
it is possible to mitigate the effects of significant dispersion.
In fact, it has been shown that an OSNR equal to 8.5 dB
is in principle sufficient to achieve error-free performance at
high values of CD. Moreover, the shape of the OSNR curve
in the OOK case in Fig. 8 seems to suggest that even higher
values of CD (beyond 10 000 ps/nm) would not require a further
significant increase of OSNR, i.e., a saturation phenomenon
seems to appear. The obtained results indicate that a 3-bit
quantization level is sufficient to almost completely recover the
inherent loss due to quantization.

In the case of ODBM, our information-theoretic results
confirm the well-known high-CD tolerance of this modulation
format. Moreover, in the high-CD region, ODBM schemes
exhibit a performance similar to that of OOK schemes in B2B.

The length of the sequence (i.e., 106 bits) used for each IR
evaluation has been chosen in order to obtain numerical con-
vergence and make the confidence interval sufficiently small.
At this point, the following two remarks are worthwhile.

1) The obtained IR curves represent lower bounds on the
actual IR. In fact, the adopted channel model assumes
conditional independence of the observables, whereas a
small (but positive) correlation characterizes the actual
observables. As a consequence, the highlighted achiev-
able regions (in Figs. 8 and 12) are part of potentially
wider achievable regions. In fact, exact evaluation of the
IR might extend the achievable regions toward low OSNR
values. This extension is expected to be very limited
due to the fact that the correlation between consecutive
observables has been experimentally found to be small.
This research direction is currently being further pursued.

2) Although it is true that the (OSNR,CD) pairs in the
achievable regions in Figs. 8 and 12 can be achieved by
practical transmission schemes, the complexity of such
schemes could be challenging, especially in the high-CD
region, where the system memory is very large and opti-
mal decision strategies such as MLSD are too complex to
be practically feasible.

Although this IR-based analysis provides theoretical per-
formance limits, several recently proposed design techniques
allow to approach these limits in many practical scenarios.
In particular, the use of powerful error correcting codes and
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iterative decoding techniques can be an appealing solution for
future advanced optical communication schemes [35], [36].

IX. CONCLUDING REMARKS

In this paper, the ultimate performance limits of electronic
signal processing for optical transmission schemes affected by
CD have been investigated by numerical evaluation of lower
bounds on the IR. OOK with NRZ pulses and ODBM transmis-
sion schemes have been considered. The obtained results show
that an unavoidable asymptotic loss with respect to the B2B
case of about 2 dB characterizes the considered OOK schemes
for large values of CD. In the ODBM case, instead, there
is an asymptotic gain with respect to B2B of approximately
2.5 dB at large CD values. In all cases, the use of electronic
signal processing holds a great potential: for OOK, error-free
performance can be achieved at OSNR values between 6.5 and
8.5 dB for dispersion values ranging from 0 to 10000 ps/nm;
for ODBM, error-free performance is obtainable for OSNR
values between 9.3 and 6.73 dB for dispersion ranging from
0 to 10000 ps/nm. The impact of the quantization level of the
observables has been investigated, showing that 1-bit quanti-
zation leads to an unacceptable performance loss, whereas a
quantization level with at least 3 bits per sample is sufficient
to practically achieve the same performance of unquantized
schemes. Moreover, our information-theoretic analysis shows
that a sampling rate of two samples per bit interval is needed in
order to fully exploit the information embedded in the received
electrical signal. This is in good agreement with previous
results based on the bit error rate analysis [11].

Finally, we wish to remark that the techniques used in this
paper can be used to characterize nonlinear fiber effects as well.
This is a subject of current research activity.
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