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a b s t r a c t

In the near future, vehicles will be more and more advanced sensing platforms: for instance,

at least one smartphone (with several on-board sensors) is likely to be inside each vehi-

cle. Smartphone-based inter-vehicle communications thus support the creation of vehicu-

lar sensor networks (VSNs). In this paper, we analyze the performance of clustered VSNs,

where (hierarchical) decentralized detection schemes are used to estimate the status of an

observed spatially constant phenomenon of interest. Clustering makes processing efficient

and the architecture scalable. Our approach consists of the creation, during a downlink phase,

of a clustered VSN topology through fast broadcast of control messages, started from a re-

mote sink (e.g., in the cloud), through a novel clustering protocol, denoted as cluster-head

election irresponsible forwarding (CEIF). This clustered VSN topology is then exploited, dur-

ing an uplink phase, to collect sensed data from the vehicles and perform distributed detec-

tion. The performance of the proposed scheme is investigated considering mostly IEEE 802.11b

(smartphone-based) as well as IEEE 802.11p (inter-vehicle) communications in both highway-

like and urban-like scenarios. Our results highlight the existing trade-off between decision

delay and energy efficiency. The proposed VSN-based distributed detection schemes have to

cope with the “ephemeral” nature of clusters. Therefore, proper cluster maintenance strate-

gies are needed to prolong the cluster lifetime and, as a consequence, the maximum amount

of data which can be collected before clusters break. This leads to the concept of decentralized

detection “on the move.”

© 2015 Elsevier B.V. All rights reserved.
1. Introduction

In the last decade, commercial vehicles have witnessed

an exponential growth of their sensing, computational, and
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communication capabilities. This huge improvement is en-

abling the implementation of a large number of innovative

services and applications, including: safety, traffic manage-

ment, smart navigation, environmental monitoring, etc. By

exploiting their sensing and communication capabilities, the

vehicles can cooperate to create so-called vehicular sensor

networks (VSNs) [1]. VSNs have peculiar characteristics at

various levels, from communication, networking, and data

processing perspectives.

From a communication perspective, the vehicles continu-

ously gather, process, and share location-relevant sensor data

(e.g., road conditions, pollution, etc.). Information collection

and dissemination can be performed using inter-vehicular
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Fig. 1. Pictorial description of a linear VSN.
communications [2] and/or relying on the presence of road-

side infrastructure [3]. Moreover, each vehicle is likely to con-

tain at least a smartphone, which is itself a powerful sensing

platform. In this context, cluster-based networking is an at-

tractive solution to reduce network congestion and to sim-

plify routing and data aggregation/dissemination [4].

An interesting approach to cluster-based vehicular com-

munications can be found in [5], where communications

are typically broadcast but, when possible, short-lived clus-

ters are created in order to constitute a backbone, that can

be used to support unicast communications. One of the

strongest motivations for the design of cluster-based vehicu-

lar networks is provided by [6], where the authors show that,

according to realistic mobility models, vehicular ad-hoc net-

works (VANETs) naturally evolve to clustered configurations.

The advantages of clustering have also been exploited in the

realm of decentralized detection [7], e.g., to determine opti-

mum clustering and medium access control configurations.

In particular, in [8] the authors provide a general framework

for the computation of the probability of decision error when

a spatially constant binary phenomenon is detected through

a (possibly) multi-level sensor network.

The goal of this work is to present a decentralized detec-

tion scheme for data acquisition in clustered VSNs, which fits

well with the requirements of on-demand detection applica-

tions. In particular, the proposed scheme might be used to

determine, in a timely manner, if in a given city area (e.g.,

several blocks) there has been a critical situation (e.g., road

congestion). A possible application of interest is the dissem-

ination of this information to prevent other vehicles from

running into this congested area (e.g., adaptive cruise con-

trol for congestion avoidance [9,10]). The proposed sensing

and detection scheme foresees a two-phase communication

mechanism. First of all, a downlink phase is triggered by a

remote sink, with data collection duties, in order to form a

clustered topology, constituted by ephemeral clusters (i.e.,

with limited lifetime) with associated cluster heads (CHs).

The downlink phase is carried out through an innovative

protocol, denoted as cluster-head election irresponsible for-

warding (CEIF), which significantly improves the multihop

probabilistic broadcast protocol, denoted as CIF, originally

proposed in [11]. The so-formed clustered VSN is then used,

during the (second) uplink phase, for data aggregation and/or

local per-cluster fusion carried out at the CHs. The proposed

scheme has been preliminarily presented in [12], where the

basics of (i) the clustering protocol and (ii) the decentral-

ized detection mechanism have been outlined together with

preliminary results. While in [12] only static (steady-state)
network conditions are considered, in this paper the perfor-

mance of CEIF is analyzed by considering realistic dynamic

(“on the move”) conditions, in both highway-like and urban-

like mobility scenarios. In particular, the performance of the

proposed VSN clustered decentralized detection scheme is

investigated considering mostly IEEE 802.11b communica-

tions between smartphones, as well as IEEE 802.11p between

vehicles. Moreover, we also propose a novel reclustering pro-

cedure to be activated after ephemerals clusters break.

The rest of this paper is structured as follows. In Sections 2

and 3, preliminaries on the system and communication mod-

els, respectively, are provided. In Section 4, the decentralized

detection mechanism is described. In Section 5, the perfor-

mance of the proposed scheme is analyzed in a static sce-

nario, i.e., under average steady-state conditions. In Section 6,

we analyze the impact of mobility on the system perfor-

mance in highway-like scenarios, from both clustering and

sensing points of view. In Section 7, the system performance

is investigated in a realistic urban-like scenario. Finally, con-

cluding remarks are given in Section 8.

2. System model

Fig. 1 shows the linear network topology of reference for a

VSN: N nodes are placed in a one-dimensional scenario. This

is representative of a highway-like scenario—in Section 7, an

urban-like scenario will be considered. Each node is uniquely

identified by an index i ∈ {1, 2, . . . , N}. The source node, de-

noted as node 0, is placed at the left end of the network. In

order to derive the proposed clustering protocol (i.e., CEIF),

we first consider steady-state conditions, i.e., a static network

where nodes are positioned according to a one-dimensional

Poisson point process with parameter ρs, where ρs is the lin-

ear vehicle spatial density (dimension: [veh/m])—the validity

of this assumption is confirmed by empirical traffic data [13].

In Section 6, we will relax this assumption by analyzing more

realistic VSNs with mobile nodes.

Each vehicle has a fixed transmission range, denoted as

z (dimension: [m]), which depends on the transmit power

and on the propagation model. In particular, the latter is as-

sumed to be deterministic and the following models will be

considered: Friis and Two Ray Ground [14]. Each vehicle is

equipped with a global positioning system (GPS) receiver—

namely, each on-board smartphone. As a consequence, each

vehicle knows its own position at any given time—this is re-

alistic in most vehicular conditions (but galleries). The max-

imum network length of the linear VSN is denoted as L (di-

mension: [m]), so that the number N of vehicles in [0, L] can
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Fig. 2. Sequence of operation carried out by the CEIF protocol in TD1.
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be modeled as a Poisson random variable with parameter

ρsL.

All vehicles observe a spatially constant phenomenon, i.e.,

a phenomenon whose status does not change from vehicle to

vehicle along the road. For example, vehicles could monitor

if the average vehicle spatial density on the road overcomes

a critical threshold (i.e., there is traffic congestion): the VNS

would declare that it does if it is declared by most of the vehi-

cles on the road. This phenomenon is typical in applications

such as adaptive cruise control, where the information on the

local road conditions may be used to improve the behavior of

vehicles approaching that road [9,10]. The observed binary

phenomenon can be generally modeled as follows:

H =
{

H0 with probability p0

H1 with probability 1 − p0

where p0 � P{H = H0}, being P{A} the probability that the

event A happens. The value H0 can be interpreted as repre-

sentative of a situation where the underlying physical phe-

nomenon is, on average (along the road), below a given

threshold. At the opposite, the value H1 corresponds to the

fact that the underlying physical phenomenon is, on average

(along the road), above a given threshold. In the remainder

of this paper, we will suppose, for notational simplicity, that

H0 = 0 and H1 = 1.

3. Inter-vehicle communications and clustered VANET

creation

In this section, we introduce the communication model

behind the proposed VSN-based distributed detection

scheme. First, a downlink phase is envisioned, where the sink

broadcasts a query to all vehicles in the network, in order to

obtain information about the phenomenon of interest. Dur-

ing this phase, the CEIF protocol, besides guaranteeing fast

information dissemination, automatically creates a clustered

VNS topology: each cluster has a single CH and all vehicles in

the cluster communicate directly to it. After a clustered net-

work topology has been generated, during the uplink phase

in each cluster the data sensed by the vehicles (namely, by

on-board smartphones) are sent to their corresponding CH

where local (per cluster) fusion is performed. Then, the fused

data are transferred from CHs to the sink, which takes the fi-

nal decision on the status of the observed phenomenon. The

uplink collection phase has to be completed before the clus-

ters break down because of nodes’ mobility [15].

3.1. Downlink phase

Before illustrating the basic operational principle of the

CEIF protocol, it may be helpful to define the basic concepts of

(i) multi-hop broadcasting and (ii) transmission domain (TD).

In general, in multi-hop broadcasting scenarios a source node

starts transmitting a packet which is directed to all other

nodes in the network. This initial transmission is denoted as

the 0th hop transmission, while the source itself identifies

the so-called 0th TD. The packet transmitted by the source is

then received by its neighbors, which rebroadcast the packet

in order to propagate it to all nodes which are beyond the

source node range—these neighbors constitute the 1st TD. In
general, the group of nodes that rebroadcast in jth transmis-

sion hop is defined as TDj. In the “basic” linear scenario de-

scribed in Section 2, the number of TDs required to cover all

the network is a random variable, denoted as NTD, taking val-

ues in the set {�L/z�, �L/z rceil + 1, . . . , N}.

The CEIF protocol has been designed in order to choose a

single CH in every TD, thus creating a unique set of communi-

cating CHs able to cover the entire area of interest. The nodes

which are not designated as CHs become children of a CH,

leading to the formation of clusters with similar dimensions.

The CEIF protocol relies on 3 types of control packets: (i) Clus-

ter Initialization Packet (CIP); (ii) Probe Packet (PP); (iii) Clus-

ter Confirmation Packet (CCP). In Fig. 2, for illustrative pur-

poses we show the message exchange in TD1. More generally,

CEIF involves two main operational subphases, which can be

described as follows.

The first subphase requires the execution of three steps

in every TD of the network (sequentially starting from TD1)

and terminates when the three basic steps have been com-

pleted in all TDs. We now describe the basic three steps with

reference to the jth TD ( j = 1, . . . , NTD).

.A At a generic instant t1, a node of TD j−1 (the remote sink in

the case of j = 1) sends a CIP with a transmit power PCIP
t ,

containing its own position and a unique IDentification

(ID). Upon the reception of a CIP from a node of TD j−1,

the receiver automatically becomes a member of TDj.

.B At t2 = t1 + ε, where ε accounts for on-board processing

time, the nodes of TDj start competing to designate a CH.

In particular, every node in TDj elects itself as “candidate

CH” according to the following heuristic probability as-

signment function [11]:

p = exp

{
−ρs(z − d)

c

}
(1)

where d is the distance between the sender and the re-

ceiver (dimension: [m]); c is a shaping coefficient (adi-

mensional); ρsz (dimension: [veh]) is the average num-

ber of vehicles within a transmission range. At this point,

each candidate CH schedules the retransmission of a very

short PP, bearing only the ID of the CIP and d, while the

other nodes simply discard the CIP. The PPs are not for-

warded and are transmitted with a high priority, in order
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to reduce the overall latency, and with a low power which

has been heuristically set to PPP
t = PCIP

t /4, in order to re-

duce network congestion and channel interference. Every

candidate CH node sends a PP and then waits for a short

interval, denoted as T PP
w (dimension: [ms]): if, within this

interval, it receives at least a PP containing a value of dis-

tance larger than its own, it stops forwarding and discards

the packet; otherwise, it jumps to step I.C.

.C At t3 = t2 + T PP
w , the CIP is finally forwarded by the des-

ignated forwarding nodes of TDj. The first subphase can

be considered completed when the nodes of the last TD

send their CIPs. Note that, since PPs are transmitted with

a lower power, with respect to CIP, more than one candi-

date CH node may broadcast the CIP. For example, in Fig. 2

both nodes B and F rebroadcast the CIP.

The goal of the second subphase is to determine the actual

CHs. It begins at epoch t4 = t1 + T CIP
w , where T CIP

w � NTD(ε +
T PP

w ) in order to guarantee that the second subphase starts

after the average time required by the first subphase to com-

plete. Initially, on the basis of its own information, every node

shall elect its own CH. Note that a candidate CH can become

aware of being the farthest candidate CH of its TD by simply

listening to the CIP transmitted by the other candidate CHs

of the same TD in the first subphase. If this is the case, the

candidate CH elects itself as CH for its TD. At the same time

(i.e., at t4), the sink sends a CCP that shall be retransmitted

only by the CHs, till the end of the network. By simply listen-

ing to the CCP, the remaining nodes can become aware of the

identity of the true CHs.

According to the subphases of the downlink phase sum-

marized above, the CEIF protocol can efficiently build, in a

decentralized manner, a clustered topology, where each node

elects its own CH without pursuing a common global consen-

sus.

3.2. Uplink phase

The uplink phase exploits the clustered topology created

during the downlink phase. More precisely, during the up-

link phase, the data acquired by the N vehicles of the VSN

are transmitted to the final remote sink in order to estimate

the phenomenon status. Note that, unlike a static wireless

sensor network, the created VSN can be used as long as its

structure does not break down because of vehicle mobility.

In other words, there is a maximum amount of data which

can be collected. The impact of mobility will be investigated

in detail in Section 6.

The observed signal at the ith vehicle can be expressed as

ri = H · s + wi i = 1, . . . , N (2)

where {wi} are additive noise samples and s, which models

the sensing quality, is considered as a deterministic quan-

tity (the same for all vehicles). In particular, the parameter s

is related to the sensor sensitivity. Assuming that the noise

samples {wi} are independent random variables with the

same Gaussian distribution N (0, σ 2), the common observa-

tion signal-to-noise ratio (SNR) at the vehicles is SNRobs �
s2/σ 2 [8]. Each vehicle makes a decision comparing its ob-

servation ri with a threshold value τ = s/2 and computes a

local decision u = U(r − τ), where U( · ) is the unit step
i i
function. Note that a vehicle could transmit one single de-

cision per packet or, by collecting consecutive phenomenon

observations, it could transmit packets with a larger number

of decisions. The selected strategy depends on the desired

trade-off between data and overhead per transmitted packet.

However, investigating this aspect goes beyond the scope of

this paper.

Suppose that during the downlink phase the CEIF proto-

col has led to the creation of Nc < N clusters. Each vehicle

can communicate only with its local CH. Possible clustered

topologies are shown in Fig. 3, according to the particular

communication strategy toward the remote sink: (a) direct

communications between the CHs and the sink (e.g., through

an infrastructure-based network) and (b) multi-hop commu-

nications from the CHs to the sink.

We shortly comment on the remote sink. In Fig. 3, the sink

is able to communicate with all the CHs, during the VSN life-

time, while they are moving. This may be a crucial issue in

the presence of WiFi communications between the CHs and

the sink. However, this limitation can be overcome assum-

ing that the sink is a “logical” sink (e.g., a server in the cloud)

and CHs can communicate with it through cellular commu-

nications (3G/4G). This, for instance, is the cross-network ap-

proach proposed in [16,17]. In the remainder of this paper, we

do not further discuss this aspect, assuming that a CH, which

has to communicate with the remote sink, can actually do it.

4. Fusion rule and probability of error

According to the theoretical framework presented in [8],

in the presence of a spatially constant phenomenon a key

performance indicator is the probability of decision error on

the final phenomenon status estimate at the remote sink.

This probability can be expressed as:

Pe = P{Ĥ = H1|H0}P{H0} + P{Ĥ = H0|H1}P{H1}
where Ĥ is the phenomenon estimate and the probabili-

ties {P{Ĥ = H�|Hm}}1
�,m=0

depend on the particular network

topology (number of clusters and sensors per cluster) and the

considered fusion rule. The fusion rule to be considered, ei-

ther at a CH or at the remote sink, can be given by the follow-

ing general expression:

�(x1, . . . , xM, k) �

⎧⎪⎨
⎪⎩

0 if
M∑

m=1

xm < k

1 if
M∑

m=1

xm ≥ k

(3)

where x1, . . . , xM are M binary data (xm ∈ {0, 1}) to be fused

together and k is the decision threshold. For even values of

M, k = M/2; for odd values of M, k = �M/2	 + 1. Note that the

binary data {xm} may be the data observed at the vehicles and

to be fused together at the CH or the data, generated by the

CHs, to be fused at the remote sink. The fusion rule in (3) is a

majority fusion rule which guarantees a good performance in

the presence of a phenomenon with equally likely statuses.

For a fixed value of the number of clusters, denoted as Nc,

a clustered network topology can be described by the vec-

tor D � (D(1)
c ,D(2)

c , . . . ,D(Nc)
c ), where D( j)

c is the number of

nodes in the generic j-th cluster ( j = 1, . . . , Nc). As detailed

in [8], if the network topology DDD varies, the amount of infor-

mation fused at each CH changes and, in turn, the probability
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Table 1

Main network simulation parame-

ters for CEIF on top of IEEE 802.11b.

Packet size 100 bytes

CWmin 31

Carrier frequency 2.4 GHz

T PP
w 10 ms

Data rate 1 Mbps

T CIP
w 200 ms
of error changes as well. Therefore, the probability of error is

a function of DDD and it is meaningful to compute the average,

with respect to the Probability Mass Function (PMF) of DDD. In

order to do this, the PMFs of D( j)
c , j = 1, 2, . . . , Nc, and Nc are

needed in (4). For the ease of simplicity, we set the value of

the number Nc of clusters to its average N rmc. Under these

assumptions, the average probability of decision error, with

respect to the clustering configuration, can be computed as

follows:

Pe(SNRobs) = ED|Nc=Nc
[Pe(SNRobs|D, Nc = Nc)]. (4)

5. Performance analysis in steady-state (static) scenarios

In this section, we first analyze the performance of the

proposed CEIF protocol in a static scenario, i.e., without con-

sidering vehicles’ mobility. This kind of scenario is represen-

tative of a steady-state mobile scenario in which the CH elec-

tion procedure has been performed and clusters are static—

this is a limiting case, in the presence of mobility, where all

vehicles move at exactly the same speed. In such settings, the

obtained performance is a benchmark, due to the fact that

mobility breaks the clusters and, consequently, degrades the

performance, as will be shown in Section 6.

5.1. Set-up

Simulations are carried out using the ns-3 simulator [18],

with CEIF on top of an IEEE 802.11b wireless communication

stack. The main parameters of the overall protocol (CEIF on

top of IEEE 802.11b) are summarized in Table 1. We consider

a linear network with length L = 8z and ρs = 0.02 veh/m. The

following values of ρsz are considered: 5 veh (z = 250 m), 10

veh (z = 500 m), 15 veh (z = 750 m), 20 veh (z = 1000 m).

Note that values of ρsz smaller than 10 veh are representative

of disconnected VSNs, whereas values larger than 10 veh are

typical of (highly) connected networks.
We point out that all simulations have been carried out

also considering IEEE 802.11p, which is specifically designed

for VANETs, as MAC protocol [19]. However, the traffic load

of the considered VSN is relatively small and, therefore, the

MAC protocol has a negligible impact. This is in agreement

with the results in [20], where a comparison between IEEE

802.11b-based and IEEE 802.11p-based VANETS, in terms of

throughput, has been performed for small levels of traffic

load (i.e., under the same conditions of our work). Therefore,

we will focus on IEEE 802.11b as MAC protocol, which is more

representative of VSNs based on on-board smartphones.

5.2. Results

The first parameter of interest for our analysis is the PMF

of the number D( j)
c of nodes in the generic jth cluster ( j =

1, . . . , Nc), which is needed to obtain the average probability

of decision error (4). The final PMF is obtained by averaging

over 500 simulation runs: for each of them a different net-

work topology, corresponding to a specific configuration DDD,

is generated. In Fig. 4, the PMF is shown, considering various

values of ρsz. As one can observe, the shape of the PMFs is

the same, regardless of the value of ρsz. Despite a rigorous

theoretical proof of this result is an open research problem, it

can be observed that the curves have a Poisson-like shape.

Using classical fitting tools, one obtains that the average
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value of the approximating Poisson distribution is 4.110 veh,

9.551 veh, and 19.259 veh for ρsz equal to 5, 10, and 20 ve-

hicles, respectively. As expected, for increasing values of ρsz,

it is more likely to obtain larger cluster sizes, since there is

a larger number of nodes in the transmission range of each

other. In order to evaluate (4), the distribution of the num-

ber of clusters Nc is also needed. For the ease of simplicity, as

mentioned earlier, we set this value to the average value Nc

determined through simulations. More precisely, it follows

that Nc = 7 for ρsz = 5veh and Nc = 8 for ρsz equal to 10 veh,

15 veh, and 20 veh.

In Fig. 5, the probability of decision error is shown, as a

function of the vehicle observation SNR, in a scenario with

CHs directly connected with the sink (scenario in Fig. 3(a)).

Different values of ρsz are considered. As one can see, the

larger the value of ρsz is, the better is the performance. This

has to be expected, since our simulations confirm the intu-

itive fact that a larger value of ρsz corresponds to a larger av-

erage number of vehicles per cluster. In fact, it is well known

that the performance of decentralized detection schemes,

considering majority-like fusion rules, improves by using a

larger amount of sensors [8].

Considering the inter-cluster multi-hop scenario in

Fig. 3(b), majority-like fusion (according to (3)) can be car-

ried out at each intermediate CH. In this case, however, the

delay is much higher than in the scenario of Fig. 3(a), since

intermediate communication and processing is needed be-

fore obtaining the final phenomenon status estimate at the

remote sink. In general, since the signal processing time is

negligible, with respect to the communication time, the de-

lay can be approximated as D � nhTh (dimension: [s]), where

Th (dimension: [s]) is the time necessary to transfer a packet

from one CH to the next one or to the sink (at each hierar-

chical level the packet size does not increase) and nh is the

maximum number of hops between the vehicles and the re-

mote sink. For instance, in the scenario in Fig. 3(a) nh = 2,

whereas in the scenario in Fig. 3(b) nh = 4 (more generally,

nh = Nc + 1).

From our results it turns out that the performance of the

scheme in Fig. 3(b), with majority fusion at intermediate CHs,
is poor, since only two binary decisions are fused at each CH.

With M = 2, the decision threshold is k = M/2 = 1 and, ac-

cording to the fusion rule in (3), a decision in favor of H1 is

taken if at least one of the two CHs is in favor of H1. However,

this decision rule is thus biased toward H1 and this is detri-

mental in scenarios where the presence of the phenomenon

(e.g., traffic congestion) is rare.

In order to evaluate the system performance when the

phenomenon statuses are not equally likely, we consider the

case of a rare event (i.e., p0 > p1). For this reason, we con-

sider a majority-like fusion rule biased in favor of H0, i.e., a

decision in favor of H1, at each intermediate CH in Fig. 3(b),

is taken only if both CHs’ decisions are in favor of H1. This

corresponds to setting k = M = 2 in (3), thus leading to the

following fusion rule:

�(x1, x2) �
{

1 if x1 = x2 = 1
0 otherwise.

(5)

Therefore, each CH locally decides applying the majority rule

in (3) to the binary data coming from the vehicles in its own

cluster. Then, the decision taken by the CH is fused with that

coming from the CH in the previous hop using the modified

rule in (5).

In Fig. 6, the probability of decision error is shown, as a

function of the vehicle observation SNR, in the scenario of

Fig. 3(b) considering the decision rule (5) at the CHs. Differ-

ent values of ρsz are considered. In a scenario with equal a

priori probabilities of the phenomenon (with p0 = 0.5), the

performance drastically worsens with respect to the case

with direct communications between the CHs and the sink

(Fig. 5). This is due to the fact that, when the number of hops

increases, the number of information fusions also increases

and, therefore, the amount of information transferred across

the network reduces, as already observed in [8]. Since, how-

ever, the fusion rule is biased in favor of H0, the performance

improves when the observed phenomenon is rare, e.g., in the

case with p = 0.9 and p = 1 − p = 0.1.
0 1 0
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Fig. 7. Average probability of decision error at the remote sink, as a function

of the vehicle observation SNR, for the scenario in Fig. 3(b). Various values

of ρsz and p0 are considered. In all cases, the LLR-based fusion rule in (6) is

used at each intermediate CH.
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Fig. 8. Average error probability, as a function of the SNR, for various values

of ρsz. The average error probability evaluated according to (4) (solid lines)

is compared with the average probability of error assuming that all clusters

have the same size Dc (dashed lines).
5.3. Soft fusion

In order to improve the performance in VSNs with multi-

hop topologies (Fig. 3(b)), we also consider a soft output-

based fusion rule. Denote as n
( j)
d,1

the exact number of deci-

sions in favor of H1 at the jth cluster ( j = 1, . . . , Nc). Similarly,

n
( j)
d,0

= d
( j)
c − n

( j)
d,1

is the number of decisions in favor of H0 in

the jth cluster. At this point, we introduce the following log-

arithmic likelihood ratio (LLR):

L j � ln
n( j)

d,1
/d( j)

c

n( j)
d,0

/d( j)
c

= ln
n( j)

d,1

n( j)
d,0

which corresponds to the logarithm of the ratio between the

probability that the decision of a CH is in favor of H1 and

the probability that the decision of the CH is in favor of H0.

Obviously, L j > 0 if H1 is more likely and L j < 0 if H0 is

more likely. Since ∀j > 1 each CH receives the LLR from the

( j − 1)th cluster, denoted as LUP
j−1

, the LLR generated at the

jth cluster, to be passed to the elect CHs, can be expressed as

follows:

LUP
j = LUP

j−1 + L j.

Finally, the sink decides with the following rule1:

Ĥ =
{

H0 if LUP
Nc

< 0

H1 if LUP
Nc

≥ 0.
(6)

In Fig. 7, the probability of decision error is shown, as

a function of the vehicle observation SNR, in the scenario

in Fig. 3(b), using the LLR-based fusion rule in (6). Com-

paring the results in Fig. 7 with those in Fig. 6, it can be

concluded that the LLR-based fusion rule outperforms the

majority fusion rule for both considered values of p0 (0.5

and 0.9). This should be expected, since more information
1 Note that in the scheme in Fig. 3(b) the decision taken by the sink coin-

cides with that taken by the last (hierarchically higher) CH.
is transferred across the network—in fact, each CH trans-

mits a LLR instead of a single bit. It is worth noting that this

improved performance comes at the price of a higher en-

ergy consumption, due to the fact that the transmission of

an LLR (even if quantized) requires a larger number of bits

and, therefore, the energy consumption with soft fusion is

higher than with majority fusion. However, depending on the

chosen communication protocol, this energy penalty may be

negligible. This is the case, for instance, with IEEE 802.11b

communications.

5.4. Approximate performance analysis

A natural question arising at this point is the following.

All simulation results in the figures presented in the pre-

vious subsections are obtained by averaging the probability

of decision error with respect to the PMF of the number of

nodes in each cluster. However, from Fig. 4 one can com-

pute the average number of nodes per cluster, denoted as

Dc, and assume that all clusters are composed by exactly Dc

vehicles. Therefore, it is interesting to understand the rela-

tion between Pe (as computed before) and the probability

of error assuming that all clusters have the same number of

nodes Dc. The latter can be computed according to the ana-

lytical framework proposed in [8] for the scenario of Fig. 3(a).

In Fig. 8, the average error probability is shown, as a func-

tion of the observation SNR, considering the fusion rule in

(3), for various values of ρsz. The performance of Pe (solid

lines) is compared with the probability of error with clusters

of the same size Dc (dashed lines). One can observe that, for

each value of ρsz, the gap between the two curves is lim-

ited. Moreover, the performances are trend-wise very close

and, therefore, the “exact” average error probability can be

accurately approximated, assuming that all clusters have the

same size Dc. This result will be used in the next sections,

where the performance in the presence of mobility will be

analyzed. In particular, we will assume that, on average, all

clusters will be composed by the same number of vehicles—

this is meaningful in the presence of relatively uniform traffic

conditions.
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Fig. 9. Representative example of network evolution and clustering configuration in a mobile scenario.
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c in the mobile scenario. Various values of ρsz are considered.
6. Performance analysis: mobile scenario

In this section, we investigate the impact of vehicle mobil-

ity on the performance of the proposed vehicular decentral-

ized detection scheme. In particular, all results refer to the

2-hop scenario in Fig. 3(a) with fusion rule given by (3). As

anticipated in Section 3, this scenario is realistic since that

next generation intelligent transportation systems are ex-

pected to be equipped with a heterogeneous mix of hardware

and communication technologies [16,17].

6.1. Set-up

In order to analyze the impact of mobility, we have inte-

grated the Simulation of Urban MObility (SUMO) traffic mo-

bility suite [21] into the ns-3 simulator. SUMO implements

a sophisticated car-following model which is an extension of

those developed by Krauß [22,23].

Using SUMO, we have analyzed a highway-style scenario

where the speed of each vehicle is a normally distributed ran-

dom variable with mean μs (dimension: [m/s]) and deviation

σ s (dimension: [m/s]). According to the legal limits in Italian

highways (namely, 35 m/s), we set μs = 35 m/s and σs = 4

m/s. This means that half of the vehicles drive below the legal

speed limit, but the other half of them exceed it—a realistic

assumption in Italy. We consider a road with length L = 40
km with three lanes and an approximately constant vehicle

spatial density ρs equal to 0.015 veh/m. The node range z is

set so that the following values of ρsz are obtained: 7.5 veh,

11.25 veh, and 15 veh.

6.2. Cluster formation

The network evolution, with an illustrative representation

shown in Fig. 9, can be described as follows. At time instant

t = 0, the first vehicle, denoted as v0, enters the highway.

Then, other vehicles (namely vi, i = 1, . . . , N) follow, one at

a time, v0 with their own speeds and abiding by the car-

following model used by SUMO. At time instant ts, the remote

sink initializes the cluster formation and the last vehicle vN

starts the configuration process. From a simulation point of

view, the starting time ts is selected in order to make sure

that all vehicles have entered the road. In particular, we con-

sider N = 200 vehicles and the starting time is heuristically

set to ts = 340 s. The clusters are created at time ts + tconf,

where tconf is the time needed to create the clusters. In this

scenario, nodes move overtaking each other and the cluster-

ing configuration changes as time goes by.

As a consistency check, in Fig. 10 we show the PMF of D(i)
c ,

i = 1, 2, . . . , Nc, in the mobile scenario introduced in the pre-

vious paragraph, at the end of the clustering procedure. The

PMF is obtained by averaging over 500 trials where, in each
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Fig. 11. Performance evolution, as a function of time, in terms of: (a) average number of nodes in a cluster Dc and (b) average probability of error for two values

of SNRobs: 0 dB (solid lines) and 5 dB (dashed lines).
simulation run, a different mobility configuration is gener-

ated by SUMO. Note that the shape of the PMF is approxi-

mately the same of that in Fig. 4 for the static scenario. In par-

ticular, the cluster size is an increasing function of ρsz, since

the number of nodes within the transmission range of each

other increases. This result justifies the steady-state Poisson

node distribution in the static scenario of Section 5.

6.3. Cluster evolution and network lifetime

As mentioned earlier in Section 5, the number of clusters

Nc and the number of nodes in each cluster (i.e., the over-

all network topological structure DDD = {D(1)
c , . . . ,D(Nc)

c } have

a direct impact on the average probability of decision error.

In particular, mobility has a strong influence on the network

topology and, as time goes by, the performance can heavily

degrade, as clusters tend to “stretch,” i.e., vehicles disconnect

from their CHs.

In Fig. 11, the performance evolution is shown as a func-

tion of time in terms of: (a) average number of nodes in a

cluster Dc and (b) average probability of decision error. In

case (b), two values of the observation SNR are considered:

SNRobs = 0 dB (solid lines) or 5 dB (dashed lines). In case (a),

one can observe that, as time evolves, the average number

of nodes in a cluster decreases. This is due to the fact that

vehicles have different speeds and, in a given cluster, a vehi-

cle may overtake its CH, finally exiting from its transmission

range. However, this process is relatively slow: in fact, after

1 min, the average reduction of the number of vehicles in a

cluster is of 9.213%, 9.524%, and 6.487% when ρsz is equal

to 7.5 veh, 11.25 veh, and 15 veh, respectively. For t → +∞,

Dc is likely to tend to 1 (i.e., the CH remains alone), since

all nodes may go outside the node range of the correspond-

ing CH and it is very unlikely that two nodes have the same

speed. This limiting behavior is not observed in Fig. 11, due

to the fact that the road has a finite length. In order to deter-

mine the probability of error in case (b), the average number

of nodes in a cluster is obtained by quantizing the curves of
case (a). Moreover, our simulation results show that the aver-

age numbers of clusters Nc is 22, 15, and 13 for values of ρsz

equal to 7.5 veh, 11.25 veh, and 15 veh, respectively. It can

be observed that the probability of error is a monotonically

increasing function of the time and the case with ρsz = 15

veh guarantees the lowest value of Pe at any time. This is due

to the fact that the larger the number of nodes per cluster,

the lower the probability of decision error. Note that, for t �
750 s, the case with ρsz = 11.25 veh corresponds to a higher

value of Pe with respect to the case with ρsz = 7.5 veh. This is

due to the fact that, even if the number of vehicles per cluster

is quite similar in both cases, with ρsz = 7.5 veh the number

of clusters is larger.

Since, as shown in Fig. 11(a), the average number of

nodes per cluster decreases over time, it follows that clusters

“break.” Therefore, when Dc reduces below a given threshold,

the cluster creation procedure should be restarted to avoid

that the probability of decision error becomes too high. Based

on this motivation, the network lifetime is crucial and has a

significant impact on the quantity of information that can

be collected before the clustered network topology breaks

down. In order to get more insights on the network lifetime,

it is first necessary to clearly define this metric.

Various definitions of network lifetime have been pro-

posed in the literature, depending on the application of in-

terest. For instance, one can define the network lifetime as (i)

the time interval (after clustered VANET creation) until the

first cluster breaks or (ii) the time interval until a given Qual-

ity of Service (QoS), e.g., a given probability of error at the

remote sink, is guaranteed. If the latter definition of network

lifetime is considered, one can determine its value from the

results in Fig. 11(b), by observing the time instant at which a

target maximum probability of error is achieved. As an exam-

ple, if the target probability of error (i.e., the chosen QoS indi-

cator) is 10−4, ρsz = 15 veh, and SNRobs = 0 dB, then the de-

sired QoS is guaranteed until t � 250 s. If, instead, the former

definition of network lifetime is considered, then the clus-

ter lifetime first needs to be defined. For example, one can
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Fig. 12. Representative example of the cluster evolution process. The cluster lives until a number v = 3 of links breaks.
assume that a cluster breaks when a given percentage of its

vehicles disappears, i.e., they are no longer connected to the

CH (and, in turn, to the remote sink). We denote as �(i)
�

the

random variable representing the duration of the link be-

tween a CH and the ith of its children vehicles—for the jth

cluster ( j = 1, . . . , Nc), i ∈ {1, . . . ,D( j)
c }. In [24], the authors

prove that the PDF of �(i)
�

has the following log-normal dis-

tribution:

f
�(i)

�

(γ ) = 1

γ
√

2πσ�

exp

[
− (ln γ − μ�)

2

2σ 2
�

]

with μ� (dimensions: [s]) and σ� (dimensions: [s]) proper

parameters which can be derived from experimental mea-

surement campaigns.

Let us assume that a cluster breaks when the first of its ve-

hicles disconnects. According to this assumption, the cluster

duration can be given by the following expression:

�c = min
{
�(1)

� , . . . , �(n)
�

}
(7)

where n is the number of vehicles in a given cluster2 (without

considering the CH). Since each variable �(i)
�

follows a log-

normal distribution, it can be given the following expression:

�(i)
� = eμ�+σ�Zi (8)

where Zi ∼ N (0, 1). By replacing (8) into (7), one obtains:

�c = min
{
�(1)

� , . . . , �(n)
�

}
= eμ�+σ� min{Z1,...,Zn} = eμ�+σ�Z

(9)

where Z � min{Z1, . . . , Zn} ∼ N (0, 1/n). This proves that,

identifying the cluster death in correspondence to the in-

stant of first vehicle disconnection from the CH, the PDF of

the cluster lifetime is log-normal as well.

More generally, one can assume that a cluster lives until a

given number v of links breaks (with v > 1). By denoting as

�(v)
(v = 1, . . . , n) the random variable representing the time
c

2 Note that, in the previous sections, we have denoted the number of ve-

hicles in the j-th cluster as D( j)
c . However, for the ease of simplicity, in the

following we denote the number of vehicles in the generic cluster as n.
until v vehicles disconnect from the cluster, one can write:

�(1)
c = min{�(1)

� , . . . , �(n)
� } = �c

�(2)
c = min{{�(1)

� , . . . , �(n)
� } \ {�(1)

c }}
...

�(v)
c = min{{�(1)

� , . . . , �(n)
� } \ {�(1)

c , . . . , �(v−1)
c }}

...

�(n)
c = min{{�(1)

� , . . . , �(n)
� } \ {�(1)

c , . . . , �(n−1)
c }}.

(10)

Referring to Fig. 12, one can express �(v)
c as follows:

�(v)
c = �(1)

c + (�(2)
c − �(1)

c ) + (�(3)
c − �(2)

c )

+ · · · + (�(v)
c − �(v−1)

c ). (11)

Observing that �(1)
c is a log-normal random variable and

{�(i)
c − �(i−1)

c }v
i=2

are approximately log-normal [25], it fol-

lows that �(v)
c is approximately log-normal. The value of the

parameters of the final log-normal distribution can be found

in [26]. This means that even assuming that more than one

vehicle has to disconnect to make the cluster die, the cluster

duration still follows a log-normal distribution.

In Fig. 13, the empirical PDF of the cluster lifetime, ob-

tained from 500 simulation runs, with ρsz = 7.5 veh, is com-

pared with a log-normal distribution with optimized param-

eters. Two definitions of cluster lifetime are considered: v =
1 and v corresponding to 30% of the nodes in the cluster—

note that similar results can be obtained for other values of

ρsz. One can observe that the simulation results confirm the

theoretical log-normal distribution. In particular, by mini-

mizing the mean square error between the simulation-based

results and the log-normal PDF one finds that the param-

eters of the log-normal distribution are: μ� = 4.14 s and

σ� = 0.19 s for v = 1; and μ� = 4.86 s and σ� = 0.15 s for

v corresponding to 30% of the number of nodes in the cluster.

Focusing on the results of Fig. 13, we remark that the clus-

ter lifetime can be quite long. In fact, recalling that

E{�c} = exp

{
μ� + σ 2

�

2

}
[s]

the cluster lifetime is approximately 64 s in the case of cluster

death after the first link disconnection and 130 s in the case

of cluster death after 30% of the links break.
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Fig. 13. Comparison of the empirical PDF of the cluster lifetime with the

log-normal theoretical distribution of [24] for ρsz = 7.5 veh. Two definitions

of cluster lifetime are considered: v = 1 and v corresponding to 30% of the

nodes in the cluster.
Knowing the statistical distribution of the cluster lifetime,

one can compute the total transferable amount of informa-

tion before the cluster breaks, depending on the underlying

communications/networking protocols. This goes behind the

scope of this paper and represents an interesting research ex-

tension.

6.4. Cluster maintenance and reclustering

As outlined in Section 6.3, the cluster duration has a sig-

nificant impact on the performance of the considered VSN.

In order to prolong the overall network lifetime, different

mechanisms can be envisioned to maintain the formed clus-

ters and, eventually, to perform reclustering in the presence

of vehicles leaving their own clusters. A possible solution is

that all CHs periodically transmit, with period Tccp (dimen-

sion: [s]), CCPs. A non-CH vehicle receiving a CCP checks if
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Fig. 14. Dc, as a function of time, in the prese
the CCP generator is at a distance shorter than z/2: if this is

the case, the vehicle joins the new CH and, therefore, nodes

exiting a cluster may have the possibility of joining a new

one. The choice of the value of Tccp is a tradeoff between a

finer reclustering (and, therefore, a smaller information loss

from vehicles) and a higher network overhead. One should

note that, in the presence of mobility, some vehicles may

leave the monitored area and portions of this area may even

be uncovered. Since unconnected vehicles cannot participate

in the data collection in the VSN, it is necessary to repeat,

with period much longer than Tccp, the entire CEIF cluster-

ing procedure described in Section 3.1. This aspect, however,

has been neglected in our simulations, since the information

loss caused by connectionless regions is negligible during our

VSN operational lifetime.

In Fig. 14, Dc is shown, as a function of time, in the pres-

ence of reclustering with Tccp = 100 s. As already observed

in Fig. 11(a), as time passes Dc decreases due to mobility.

However, when CCPs are generated, nodes outside their CHs’

transmission ranges can now join a new cluster and the value

Dc thus suddenly increases. However, it is worth noting that,

especially for the larger values of ρsz, the recovery procedure

becomes less effective when time passes, since the value

of Dc immediately after each CCP generation is smaller and

smaller. This is due to the fact that a larger value of ρsz im-

plies a larger cluster size and, therefore, the probability that

a vehicle does not receive any CCP during reclustering in-

creases.

7. Performance analysis in urban scenarios

In order to further investigate the impact of mobility on

the performance of the proposed VSN, in this section we con-

sider a urban-like vehicular scenario. One should note that

the CEIF protocol and the corresponding clustering proce-

dure have been designed for linear networks (e.g., highway-

like) and are not optimized for bidimensional urban-like
500 600 700 800

nce of reclustering with Tccp = 100 s.
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Fig. 15. Illustrative example of urban VNS scenario: portion of the city center of Barcelona imported into the SUMO mobility simulator.
scenarios. In this section, our focus is on a simulation-based

investigation of the performance of CEIF in urban scenarios:

the design of proper communication/networking protocols

for such scenarios goes beyond the scope of this paper and

may be the subject of future research.

The considered scenario is representative of the center

of a large city with many road intersections, narrow roads,

and single driving directions. Moreover, the nodes’ speeds are

highly heterogeneous: in fact, vehicles can move fast but they

are constrained to abide by the traffic rules (priorities, traf-

fic lights, etc.) forming queues and thus slowing down the

overall vehicular traffic mobility. Since this is a highly dy-

namic scenario, more complex realistic mobility models are

needed. To this end, we exploit the Open Street Maps (OSM)

tool, which provides open and editable maps of real cities to

be imported into SUMO [27]. As a representative vehicular

scenario, we decided to simulate a portion of the city cen-

ter of Barcelona, which is shown in Fig. 15. Vehicles move

with a speed lower than or equal to the legal limits of the

roads, stopping when needed, i.e., in correspondence to traf-

fic lights and priorities. The node range z is set to 250 m and

the number of considered vehicles is N = 100. At time instant

ts = 550 s the cluster formation procedure is triggered by the

remote sink which, in this case, is represented by a base sta-

tion placed in the center of the simulated area. As in the high-

way scenario considered in Section 6, the selected value of ts

guarantees that all vehicles enter the simulated area.

In Fig. 16, Dc is shown, as a function of time, in the con-

sidered urban-like scenario depicted in Fig. 15. First, it can be

noted that, because of mobility, Dc is a decreasing function

of time. However, the decaying is faster than in the highway-

like scenario shown in Fig. 9: for instance, after 1 min the

average reduction is of 65.962%. This is due to the fact that
urban-like mobility is much more dynamic than highway-

like mobility. As an example, traffic lights and priorities can

be very detrimental for the cluster lifetime, as groups of ve-

hicles may remain stopped in a queue thus leaving their own

clusters. This also causes, unlike what happens in highway-

like scenarios, the piecewise-constant trend of Dc. We can

thus conclude that in the presence of urban-like mobility

reclustering should be triggered more frequently.

8. Concluding remarks

In this paper, we have analyzed the performance of de-

centralized detection schemes for clustered VSNs. We have

envisioned two phases: a downlink phase, during which a

novel clustering broadcast protocol, denoted as CEIF, is em-

ployed; and an uplink phase, during which the vehicles per-

form, through the clustered topology, decentralized detec-

tion of a spatially constant phenomenon of interest. Different

clustered topologies and fusion rules have been considered.

The performance of the proposed VSN-based distributed de-

tection schemes has been analyzed in terms of probability

of error on the phenomenon estimate and network lifetime,

considering different mobility models (namely, highway-like

and urban-like). Unlike clustered sensor networks, where the

clustering structure is a design aspect, the proposed vehicu-

lar distributed detection schemes exploit the natural forma-

tion of ephemeral vehicle clusters. Our results clearly show

that the maximum amount of data collectible during the

clustered VSN lifetime is more affected by the node mobility

level than by the specific clustering structure. This suggest

that “bursty” data collection strategies should be considered,

together with proper (local) reclustering strategies. This is

especially relevant in urban-like scenarios.
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