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Clustered IEEE 802.15.4 Sensor Networks with Data Aggregation:
Energy Consumption and Probability of Error
Marco Martalò, Chiara Buratti, Gianluigi Ferrari, and Roberto Verdone

Abstract—In this paper, we analyze an IEEE 802.15.4-
compliant wireless sensor network, organized in clusters with
fusion centers (FCs) acting as cluster heads. Sensors observe the
same common binary phenomenon, decide on its status, and send
their decisions to the FCs, which perform a majority fusion.
FCs’ decisions are then sent to an access point, where a final
estimate is obtained. Data aggregation (DA) over consecutive
observations can be also performed at sensors, with the aim of
reducing the number of sensors simultaneously competing for the
channel, while increasing the packet size. A novel mathematical
framework for deriving the energy consumption in IEEE 802.15.4
networks is also proposed. The performance is evaluated in terms
of energy consumption and probability of decision error, jointly
accounting for decentralized detection, medium access, and DA.

Index Terms—IEEE 802.15.4, decentralized detection, medium
access control, energy consumption, data aggregation.

I. INTRODUCTION AND RELATED WORK

THE increasing interest in wireless sensor networks
(WSNs) has spurred a significant activity on the design

of efficient distributed detection techniques, while keeping
the node complexity as low as possible (see, e.g., [1]). The
IEEE 802.15.4 standard is designed for short-range wireless
technology intended for personal area networks (PANs) and
is largely considered as the de-facto standard for WSNs [2].
According to this standard, sensors use a carrier-sense multiple
access with collision avoidance (CSMA/CA) medium access
control (MAC) protocol to access the channel.

We consider a network composed of IEEE 802.15.4 sensors,
performing a specific decentralized detection task: sensors
observe a binary phenomenon that is spatially constant (i.e.,
they observe the same value of the phenomenon). Sensors
are grouped into clusters, managed by fusion centers (FCs),
which periodically send queries to simultaneously poll sensors.
The majority fusion embedded in the distributed detection
strategy used in this paper leads to estimate the phenomenon
status which is observed by the majority of the sensors. We
assume that sensors may implement data aggregation (DA): if
so, sensors sense the environment upon each query, but they
transmit the aggregated data only when a given number of
observations has been collected. Due to the contention-based
nature of the MAC protocol, reducing the number of sensors
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simultaneously competing for the channel will decrease the
collision probability, while, on the other hand, transmitting
longer packets will result in higher collision probability.

This paper presents–to the best of our knowledge for the
first time in the literature–a mathematical framework for
performance evaluation of the considered WSN model, jointly
accounting for decentralized detection, medium access, and
DA. A novel mathematical model for deriving the average
energy consumption in IEEE 802.15.4 non beacon-enabled
networks, with query-based applications is provided. Many
works in the literature deal separately with decentralized
detection in multi-hop topologies and modeling of MAC proto-
cols. As an example, [3], [4] deal with decentralized detection
in tree topologies without accounting for MAC. Moreover,
different models have been proposed in the literature for
IEEE 802.15.4 networks (see, e.g., [5]) where nodes have
always, or with a given probability, a packet to transmit. In [6,
ch. 5], instead, a model for networks implementing query-
based applications, where devices have only one packet per
query to be transmitted, is presented. Since this paper deals
with a query-based application, we refer and extend the model
in [6].

Unlike our previous work [6, ch. 7], we analyze the impact
of using DA and unlike [7], where beacon-enabled networks
are considered, we propose a new model for the energy con-
sumption in IEEE 802.15.4 non beacon-enabled networks. Our
results highlight: (i) the trade-off between energy consumption
and probability of decision error, (ii) the impact of DA, and
(iii) the existence of an optimum topology in the presence of
DA.

II. PRELIMINARIES

The reference scenario is shown in Fig. 1: FCs, which do not
sense the environment, act as PAN coordinators gathering data
coming from one hop-far sensors belonging to their clusters
and transmitting their decisions to an access point (AP).

The IEEE 802.15.4 in non beacon-enabled mode is used
within clusters, whereas an infrastructure-based network is
used for transmissions from the FCs to the AP. We denote
as n the total number of distributed sensors, as nc the
number of FCs, and as dc = n/nc the number of sensors
per cluster. We assume that time division among clusters is
applied: the total available time, denoted as query period and
indicated with Tq, is divided by the AP into non-overlapping
periods. The latter, denoted as FC periods, have a duration
TFC = Tq/nc and are assigned to the FCs (see Fig. 2 (a)). This
means that performance is evaluated under a total achievable
throughput constraint and that sensors of different clusters do
not interfere with each other. No resource reuse is considered.

2162-2337/13$31.00 c⃝ 2013 IEEE
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Fig. 1. Logical representation of a clustered sensor network.
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Fig. 2. The time division transmission strategy among clusters when two
FCs are present (case (a)) and the DA strategy when H = 1 (case (b)).

FCs periodically send queries, sensors transmit one data per
query (if no DA is performed), and this data must be correctly
received by the intended FC before the transmission of the next
query. The mathematical model for 802.15.4 WSNs presented
in [6, ch. 5] allows one to derive the packet success probability
(PSP), denoted as pmac, and corresponding to the probability
that a sensor transmits successfully the packet to its FC by
the end of the assigned FC period. In Section III, this model
is extended to derive the average energy consumption.

Upon reception of the queries, decentralized detection is
performed according to the framework presented in [6, ch. 7],
whose key concepts are here briefly recalled. Sensors observe,
in a noisy manner, a common binary phenomenon, whose
status is either its presence or absence. Assuming that the
noise samples are independent additive random variables with
the same Gaussian distribution N (0, σ2), the common signal-
to-noise ratio (SNR) at the sensors, denoted as SNRsensor, can
be defined as s2/σ2, where s is the signal amplitude in the
presence of the phenomenon of interest. Each sensor sends to
its FC a decision equal to 1 if its observation is above a given
threshold (optimized to the value s/2); otherwise, it sends 0.
FCs fuse the received data and send their decisions to the AP,
providing the final estimate. The fusion rule used at the FCs
(or the AP) is a majority fusion, i.e., the decision is given in
favor of the status suggested by at least half of the sensors (or
FCs).

III. THE IEEE 802.15.4 MAC PROTOCOL: ENERGY
CONSUMPTION MODEL

Consider an illustrative cluster composed of dc sensors.
Once a sensor receives the query, it starts the backoff al-

gorithm, at the end of which it senses the channel: if the
channel is idle, the transmission occurs; otherwise, the sensor
moves to a new backoff stage, trying again to access the
channel. NBmax denotes the maximum number of times
the CSMA/CA protocol can backoff while attempting the
current transmission. At the end of the transmission, the sensor
switches to a low energy consumption state until the reception
of the next query: we assume that this energy consumption can
be neglected. Retransmissions are not allowed in our scenario.
We denote as Ps, Pbo, and Pt the powers spent in sensing,
backoff, and transmission acts, respectively.

The average energy spent by a sensor in TFC, regardless of
the fact that the sensor has access to the channel or not, can
be expressed as E = Eacc + Enoacc, where we distinguish
between the energy spent when the sensor has access to the
channel (i.e., it transmits the packet) and the energy when it
has not. Eacc can be expressed as

∑jmax

j=0 [E
(j)
t +E

(j)
s +E

(j)
bo ],

where E
(j)
t , E(j)

s , and E
(j)
bo are the energies spent by a sensor,

ending its transmission in slot j, during transmission, sensing,
and backoff, respectively. The slot duration—that is the time
resolution of the model—is the backoff period Tbo = 320 µs
and we impose a transmission time multiple of Tbo. In other
words, we set the packet size z to D ·Nbit (dimension: [bit]),
where D is an integer indicating the number of slots occupied
by a packet and Nbit is the number of bits transmitted in one
slot—Nbit = 80 [bit] since Rb = 250 kbit/s. The last slot to
be considered is jmax = min{tFC − 1, tmax}, where tFC is
the FC period expressed in number of backoff periods, i.e.,
tFC = TFC/Tbo. We denote as tmax the last slot in which
a transmission may end: this slot is reached when the node
extracts at every backoff stage the highest backoff time counter
(denoted as Wk for the k-th backoff stage) and it always finds
the channel busy. Therefore, tmax =

∑NBmax

k=0 Wk + D − 1.
In particular, tmax = 119 + D if W0 = 8, W1 = 16, and
Wk = 32 for k > 1, as defined by the standard [2]. The index
jmax thus accounts for the facts that (i) sensors must transmit
their packets within TFC and (ii) there exists a maximum delay
affecting packets transmission [6].

Since each sensor will transmit only one packet per query,
it follows that

E
(j)
t = Pt ·

z

Rb
· P{T (j)}

where P{T (j)} is the probability that a sensor ends a packet
transmission in slot j and can be written as

∑NBmax

k=0 (1 −
p
(j−D)
b ) ·P{S(j−D)

k }, where p
(j−D)
b is the probability that the

channel is busy in slot j−D and P{S(j−D)
k } is the probability

that the sensor is sensing in slot j − D at the k-th backoff
stage [6].

A sensor, ending its transmission in slot j, has sensed the
channel for a number of slots which depends on the number
of times it has found the channel busy, so that

E(j)
s = Ps ·

Nbit

Rb
· (1− p

(j−D)
b )

NBmax∑
k=0

(k + 1) · P{S(j−D)
k }.

Finally, the energy spent in backoff is

E
(j)
bo = Pbo ·

Nbit

Rb
·(1−p

(j−D)
b )

NBmax∑
k=0

(j−k−D) ·P{S(j−D)
k }
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where j−k−D is the number of slots during which a sensor,
ending the k-th backoff stage, performed backoff. This value
is the same regardless of the backoff counter values in each
backoff stage.

Regarding Enoacc, a sensor will not access the channel
if one of the following conditions holds: 1) it finds the
channel busy for NBmax+1 times; 2) TFC ends during packet
transmission; 3) TFC ends before the sensor finds the channel
free. According to these three different situations, the average
energy spent with no access to the channel can be expressed
as E1 + E2 + E3, where

E1 =

jmax∑
j=0

Nbit p
(j−D)
b P{S(j−D)

NBmax
}

[Es(NBmax + 1) + Ebo(j −D −NBmax)]

where we account for the fact that the sensor is performing
the NBmax-th backoff stage, since it is finding the channel
busy for the (NBmax+1)-th time. The values of E2 and E3

depend on the value of tFC: if tFC ≥ tmax, the traffic is not
truncated by the end of TFC and, therefore, E2 = E3 = 0;
if, instead, tFC < tmax, the average energy spent by a sensor
being still transmitting when TFC ends, is given by

E2 =

tFC+D−2∑
j=tFC

NbitP{T (j)} [Et(tFC +D − j − 1)

+Es(k + 1) + Ebo(j +D − k)]

while the average energy spent by a sensor being in sensing
or backoff when TFC ends can be approximated as

E3 ≃ Nbitp[Es(NBmax + 1) + Ebo(tFC −NBmax − 1)]

where

p =

tmax∑
j=tFC+D−1

P{T (j)}+
tmax∑
j=tFC

p
(j−D)
b P{S(j−D)

NBmax
}.

In the latter case, in fact, sensors will stay in sensing or
backoff states during all TFC. As a worst-case condition for
the evaluation of E3, we assume that the sensor has sensed
the channel for NBmax + 1 slots.

A characteristic performance indicator for the energy con-
sumption is the ratio between the energy spent when the sensor
successfully transmits a packet and the total average energy
consumed (the rest of the energy is “wasted”). We denote such
metric as η , Esucc/E, where Esucc can be expressed accord-
ing to the framework presented above, by simply substituting
P{T (j)} with the probability of transmitting the packet with
success, given by eq. (5.15) in [6]. In Fig. 3, η is shown, as a
function of the cluster size, for different values of D, keeping
TFC = 15.36 ms. As expected, η decreases when dc gets
larger, due to a longer time spent in sensing and backoffing.
Moreover, η decreases by increasing D, since most of the
energy is wasted on collisions. Finally, note that η saturates
to a value corresponding to Enoacc, as for large values of dc a
sensor will never find the channel free and will stay in backoff
or sensing states all TFC.
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Fig. 3. η as a function of the cluster size for different values of D.

IV. THE DATA AGGREGATION STRATEGY

When DA is applied, sensors acquire one observation per
query but they reply to FCs only every x queries, sending the
samples stored in the previous x − 1 queries together with
the current sample. Recalling that we transmit packets of size
D · 10 bytes, we set D = H + xP , where H represents the
header, P the payload, and x depends on the implemented DA
technique. When no DA is performed, x = 1 and packets are
transmitted at each query. When x > 1, packets are transmitted
every x queries and contain x samples (see Fig. 2 (b) as
an example). Note that the considered DA strategy does not
introduce any information loss.

The average probability of decision error can be expressed
by extending the mathematical framework in [6, ch. 7] in order
to encompass the presence of DA. The FCs receive a number
of decisions smaller than dc, owing to the contention-based
nature of the protocol. By assuming that all transmissions
are independent, it follows that the number of successful
transmissions in the j-th cluster can be modeled as a random
variable, denoted as D(j)

c (j = 1, . . . , nc), whose distribution
depends on the realization of d

(j)
c (j = 1, . . . , nc), which

represents the number of sensors which want to transmit in
the considered FC period.

Let us introduce the following vectors: D ,
(D(1)

c ,D(2)
c , . . . ,D(nc)

c ) and ddd , (d
(1)
c , d

(2)
c , . . . , d

(nc)
c ).

After a few manipulations, one obtains:

P e(SNRsensor) = ED [Eddd [Pe (SNRsensor|D,ddd )]]

=

d (1)
c∑

i1=0

· · ·
d (nc)
c∑

inc=0

d(1)
c∑

α1=0

· · ·
d(nc)
c∑

αnc=0

nc∏
ℓ=1

P{D(ℓ)
c = iℓ|d (ℓ)

c = αℓ}

·P{d (ℓ)
c = αℓ}Pe (SNRsensor|i1, . . . , inc , α1, . . . , αnc) (1)

where the last probability at the right-hand side of (1) is the
probability of decision error, given a clustering configuration,
and can be easily derived according to the framework in [6,
ch. 7], accounting for the fact that each packet will contain x
observations, and

P{D(ℓ)
c = iℓ|d (ℓ)

c =αℓ}=
(
αℓ

iℓ

)
[pmac (αℓ)]

iℓ [1−pmac (αℓ)]
αℓ−iℓ .

In fact, the number of decisions received by the ℓ-th FC (i.e.,
D(ℓ)

c , ℓ = 1, . . . , nc), for a fixed number of sensors which
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Fig. 4. P e as a function of nc for different values of P and x.

want to transmit in the considered query, is a binomial random
variable with parameters αℓ and pmac(αℓ).

Finally, the probabilities {P{d
(ℓ)
c = αℓ}} have to be com-

puted. By assuming that each sensor will randomly select the
query to be used for transmitting the aggregated data, the
number of sensors competing for accessing the channel in the
ℓ-th cluster (ℓ = 1, . . . , nc) is a binomial random variable
with parameters x−1 and d

(ℓ)
c . Therefore: P{dℓ = αℓ} =(

dc

αℓ

)
(x−1)αℓ(1 − x−1)dc−αℓ . For a fair comparison between

DA and non-DA schemes, we impose that sensors determin-
istically try to access the channel in one, out of x, query
intervals.

V. NUMERICAL RESULTS

We now investigate the performance of the proposed de-
centralized detection schemes. The values of pmac and E are
computed offline, for a given clustering configuration, by using
the analytical framework presented in the previous sections.
The obtained values are then used in a C simulator, designed
to verify the correctness of the analytical framework and
computing the chosen performance metrics (we refer to [6,
ch. 7] for details about the simulator). In the following, we
set n = 64, Tq = 122 ms, Ps = Pbo = 50 mW, Pt = 102.5
mW, SNRsensor = 6 dB and the MAC parameters equal to
the default values [2], in particular NBmax = 4. We also set
H = 1 and we vary P and x. For a fair comparison between
DA e non-DA schemes, we set P = 1 and we compare the case
with x = 1 (no DA), with different DA strategies (x > 1). We
also report the performance when DA is not used and packets
of different payloads are transmitted (x = 1 and P > 1).

In Fig. 4, P e is shown, as a function of nc, for different
values of P and x. In the presence of DA, an optimum
topology, corresponding to nc = 8, there exists. The optimum
DA strategy is achieved for x = 2, which guarantees a good
trade-off between the number of sensors competing for the
channel and the packet size. For a fair comparison between
DA and non-DA schemes, the curves related to P = 1 should
be observed: DA improves the performance for small values
of nc. Finally, note that, by increasing P , the performance
without DA worsens, because of a higher collision probability.

In Fig. 5, E is shown, as a function of nc, for different
values of P and x. DA drastically reduces the energy con-
sumption, regardless of the value of x, thanks to the fact that
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Fig. 5. E as a function of nc, for different values of P and x.

sensors spend energy only in one, out of x, query interval (of
duration Tq) during which a smaller number of sensors are
competing for the channel. We remark that, when no DA is
applied, E is an increasing function of D, since the energy
spent for transmission increases. On the other hand, in the
case of DA, E decreases for increasing values of D, since
larger packets are transmitted, but sensors will not consume
energy at all for a few consecutive query intervals (i.e.,
x = D−1 intervals, on average). Obviously, the improvement
in terms of consumption is obtained at the expense of higher
average delays. A trade-off between energy consumption and
P e arises, since the optimum topology and the optimum DA
strategy vary according to the considered performance metric.
Note also that DA can improve the network throughput, since
a larger number of observations can be received at the AP
without errors. This comes at the price of a larger delay.

VI. CONCLUDING REMARKS

This paper has considered an IEEE 802.15.4 clustered
WSN, which has to perform a decentralized detection task.
A new mathematical model has been derived to compute
the average energy consumed by the sensors. The average
probability of decision error has also been derived. Our results
clearly show the existence of a trade-off between energy
consumption and probability of decision error, as well as the
impact of DA.
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[6] C. Buratti, M. Martalò, R. Verdone, and G. Ferrari, Sensor Networks with
IEEE 802.15.4 Systems: Distributed Processing, MAC, and Connectivity.
Springer-Verlag, 2011.
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