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In this paper, we analyze the performance of clustered Zigbee wireless sensor networks
(WSNs) with data fusion. Performance indicators at both physical (probability of decision
error) and network (network transmission rate, throughput, aggregate throughput, delay,
and network lifetime) layers are considered. Data fusion is carried out at the access point
(AP) and, in clustered configurations, also at the clusterheads, which act as intermediate
fusion centers (FCs). The goal of this paper is to shed light on the joint impact of topology

Iz<1€yt‘;‘é (;rds: and data fusion on the network performance. The presented results, mainly obtained
Clistering through Opnet-based simulations, show clearly that the operational point of a Zigbee
Network lifetime WSN with data fusion lies over a characteristic multi-dimensional surface, whose shape
Data fusion remains the same regardless of the number of nodes in the network. The existence of this

Design guidelines

peculiar surface highlights fundamental performance trade-offs in Zigbee networks.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Wireless sensor networks (WSNs) have recently
become an interesting research topic, both in military [1-
3] and civilian scenarios [4,5]. In particular, remote/envi-
ronmental monitoring, surveillance of reserved areas,
etc., are important fields of application of wireless sensor
networking techniques. These applications often require
very low power consumption and low-cost hardware [6],
and clustering has been proposed as a possible strategy
for saving energy. In [7], the authors present a system-level
design methodology, based on a semi-random communi-
cation protocol, for clustered WSNs. In [8], after the deriva-
tion of an energy consumption model of WSNs, the
transmission range is optimized. In [9], the authors inves-
tigate how the energy efficiency of a clustered WSN is af-
fected by the transmit power distribution, the numbers
of sensors in the clusters, the required end-to-end packet
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error rate, and the relative lengths of intra-cluster and in-
ter-cluster distances.

Another important aspect of wireless sensor network-
ing is the presence of an embedded data decision strategy,
often involving data fusion. In [10], the authors present the-
oretical results on optimal decision rules and their applica-
tion to data fusion. In [11], the authors follow a Bayesian
approach for the minimization of the probability of deci-
sion error at the access point (AP). The data fusion mecha-
nism has also a strong impact on practical applications. In
[12], the authors analyze several methods of multi-sensor
data fusion, such as Bayesian estimation, Kalman filtering,
and Dempster-Shafer evidence theoretical methods, in
order to design a move-in-mud robot. In [13], the impact
of source-destination placement and communication
network density on the energy costs and delay associated
with data aggregation are evaluated.

In complex systems, such as WSNs, basic design ap-
proaches may no longer be sufficient to effectively improve
the performance. Therefore, it is preferable to resort to
joint optimization strategies which involve more than
one layer of the communication/networking protocol
stack, in order to significantly improve the performance.
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In [14], the authors present a cross-layer design frame-
work, based on the use of an optimization agent to ex-
change information between different protocol layers, to
improve the performance in WSNs. In [15], however, the
authors show that unintended cross-layer interactions
can have undesirable consequences on the overall system
performance. Therefore, care has to be taken in developing
cross-layer frameworks for WSNs.

In this paper, we shed light, through a simulation-based
study, on the impact of clustering and data fusion on the
performance of Zigbee networks. We first characterize
the behavior of the network transmission rate as a function
of the network tolerable death level, denoted as yne: and
representative of the network lifetime. We then evaluate
the network transmission rate and the delay as functions
of the packet generation rate. In addition, we provide a
complete simulation-based characterization of Zigbee
WSNs through the evaluation of network and physical
layer performance indicators, such as network transmis-
sion rate, throughput, delay, network lifetime, and proba-
bility of decision error. The goal of this paper is to
analyze the performance of clustered Zigbee networks
with or without a simple data fusion mechanism, clearly
understanding the interplay between network configura-
tion and data fusion and, thus, deriving useful network de-
sign guidelines.

The structure of this paper is the following. In Section 2,
preliminaries are given: Section 2.1 contains an overview of
the Zigbee standard; in Section 2.2, the network tolerable
death level is clearly defined; in Section 2.3, the clustering
configurations of interest are introduced; in Section 2.4,
we summarize the considered data fusion mechanisms
from an analytical point of view; finally, in Section 2.5 the
implementation characteristics of the used Opnet simula-
tion model are accurately described. In Section 3, simula-
tion-based performance results are shown and discussed:
in Section 3.1, network transmission rate and delay are
studied as functions of the network tolerable death level;
in Section 3.2, the behavior of the same performance indi-
cators is analyzed, for fixed values of network tolerable
death level, as a function of the packet generation rate; in
Section 3.3, we analyze the impact of data fusion on the
throughput, the delay, and the probability of decision error.
In Section 4, a few guidelines for the design of Zighee WSNss,
on the basis of the performance analysis in Section 3, are gi-
ven: in Section 4.1, we show that the operational point of a
Zigbee WSN lies over a characteristic multi-dimensional
surface, whose shape is independent of the number of
nodes and clearly shows the existence of fundamental per-
formance trade-offs between yne;, network transmission
rate, and delay; in Section 4.2, we derive simple analytical
approximation of the obtained multi-dimensional Zigbee
performance surfaces. Section 5 concludes the paper.

2. Preliminaries

2.1. Zigbee standard overview

The Zigbee standard is suited for the family of Low-Rate
Wireless Personal Area Networks (LR-WPANs), allowing

network creation, management, and data transmission
over a wireless channel with high energy savings. Three
different types of nodes are foreseen by the Zigbee stan-
dard: (i) coordinator, (ii) router, and (iii) end device. In
the absence of a direct communication link, the router is
employed to relay the packets towards the correct destina-
tion. The coordinator, in addition to relaying the packets,
can also create the network, exchange the parameters used
by the other nodes to communicate (e.g., a network IDen-
tifier, ID, a synchronization frame, etc.), and send network
management commands. The router and coordinator are
referred to as Full Function Devices (FFDs), i.e., they can
implement all the functions required by the Zigbee stan-
dard in order to set up and maintain communications.
The end devices, referred to as Reduced Function Devices
(RFDs), can only collect data values from sensors, insert
these values into proper packets, and send them to their
destinations. In the remainder of this paper, coordinator
and AP will be used interchangeably, and the same will
hold for RFDs and sensors. In Fig. 1, we show illustrative
examples of the topologies allowed by the Zigbee standard,
namely star, cluster-tree, and mesh.

The Zigbee standard is based, at the first two layers of
the ISO/OSI stack, on the IEEE 802.15.4 standard [16],
which employs a non-persistent Carrier Sense Multiple Ac-
cess with Collision Avoidance (CSMA/CA) Medium Access
Control (MAC) protocol and operates in the 2.4 GHz band
(similarly to the IEEE 802.11 standard [17]). In addition,
the IEEE 802.15.4 standard provides an optional ACK mes-
sage to confirm correct delivery of a data packet. In a sce-
nario with ACK messages, the access mechanism of the
non-persistent CSMA/CA MAC protocol is slightly modified.
Whereas a generic data packet is sent according to the
CSMA/CA protocol, an ACK message is sent back to
the source immediately after the message is received by
the destination. As soon as the ACK message is received,
both the source and the destination nodes wait for a time
interval, referred to as Long InterFrame Spacing (LIFS),
which allows them to perform internal stack operations
and process the data. This interval is used also in the ab-
sence of ACK messages’ transmission. In this case, once a
node has sent its packet, it waits for a LIFS interval,
whereas the receiving node waits for a shorter interval,
referred to as Turn Around Time (TAT), used to take into
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Fig. 1. Illustrative examples of the topologies foreseen in the Zigbee
standard.
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account radiofrequency interface recalibration. During the
TAT, the receiving node cannot accept new incoming pack-
ets. In the remainder of this paper, we will assume that no
ACK messages is used during network optimization.

We remark that the non-persistent CSMA/CA MAC pro-
tocol provides a medium access mechanism which tries to
avoid, through a technique referred to as Bynary Exponen-
tial Back-off (BEB), packet collisions. A node, before trans-
mitting a new packet, waits for an interval randomly
chosen within a range defined during the network start-
up phase. This time interval is referred to as Contention
Window (CW). After this time has elapsed, the node, before
trying to send its packet, senses the status of the channel
for a given time interval. This operation is referred to as
Clear Channel Assessment (CCA). If the channel is free,
the node transmits its packet; otherwise if an incoming
transmission is detected, the node doubles the previously
chosen CW and waits. This procedure is repeated for three
times, after which the waiting interval is kept fixed to its
maximum value. After five unsuccessful retransmission at-
tempts, the packet is dropped. The use of the BEB tech-
nique makes it likely that a node will eventually manage
to transmit its packet.

2.2. Network tolerable death level

A critical issue in wireless sensor networking is the net-
work lifetime, since nodes are typically equipped with a
limited-energy battery and may be subject to failures. First,
one has to define when the network has to be considered
“alive,” and several definitions have been proposed in the
literature. In general, the network can be considered alive
until a proper Quality of Service (QoS) condition is satis-
fied. Obviously, the more stringent this QoS, the shorter
the network lifetime. In this paper, we consider, as net-
work lifetime QoS, the percentage of RFDs’ deaths at which
the overall network is assumed to be dead. This percentage
is defined as network tolerable death level and we denote it
with ypne. This choice is motivated by the fact that jpet
quantifies the intuitive idea that a minimum number of
observations (or a minimum spatial density of observa-
tions) may be required for proper network operations. In
other words, if the lifetime QoS condition is stringent, the
network is considered dead just after few RFDs’ deaths.
According to results in the field of reliability theory [18],
we model the lifetime of a single RFD as an exponentially
distributed random variable with mean value yx (dimen-
sion: [d]). We point out that our approach can be extended
to account for any RFD lifetime distribution.

2.3. Possible network configurations

In order to allow the deployment of large-scale WSNs,
the sensors may be grouped into clusters, i.e., they transmit
their data to intermediate nodes (denoted as clusterheads),
which may properly modify these data and relay them to
the AP [19].

An illustrative representation of some of the network
configurations of interest with N=16 RFDs is given in
Fig. 2. In particular, the presented schemes can be grouped
into two main classes: (i) networks with uniform clusters

(all clusters have the same number of sensors, as in
Fig. 2a) and (ii) networks with non-uniform clusters (the
dimensions of the clusters may vary, as in the cases in
Fig. 2b-d). In the scenarios with uniform clustering, the
considered network configurations include: (i) one
16-node cluster and no relay (i.e., direct transmission from
each RFD to the AP); (ii) one 16-node cluster with one relay
(i.e., transmission from each RFD to the AP through a re-
lay); (iii) two 8-node clusters with two relays (one relay
per cluster); (iv) four 4-node clusters with four relays
(one relay per cluster); and (v) eight 2-node clusters with
eight relays (one relay per cluster). In the simulations with
non-uniform clustering, instead, the adopted network con-
figurations are: (i) 8-2-2-2-2 with five relays (i.e., the
network is divided into five clusters, one formed by eight
RFDs and each of the other four formed by two RFDs, and
each cluster is connected to the AP through a relay); (ii)
10-2-2-2 with four relays (i.e., the network is divided into
four clusters, one formed by 10 RFDs and other formed by
two RFDs each, connected to the AP through a relay), as
shown in Fig. 2b; (iii) 14-1-1 with three relays (i.e., one
cluster is composed by 14 RFDs and two clusters are com-
posed by one node each), as shown in Fig. 2c; and (iv) 14—
1-1 with one relay (i.e., only one cluster composed by 14
nodes and connected to the AP through a relay, while the
other two RFDs communicate directly to the AP), as shown
in Fig. 2d. The network configurations adopted in scenarios
with a different number of RFDs will be described
similarly.

The average delay is computed as the arithmetic aver-
age of all delays experienced by each RFD, taking into ac-
count the presence of a relay with a supplementary
delay. For example, in the 14-1-1 scenario with only one
relay node (shown in Fig. 2d), the average delay is com-
puted as follows:

E . Drelay (1)

where Dpp is the average delay of a direct transmission to
the AP (either from an RFD or the relay) and Erelay is the
average delay introduced by the relay.

2.4. Sensing and data fusion

In this subsection, we summarize the data fusion mech-
anism proposed in [20], which will be used in our simula-
tor—the reader is referred to [20] for more details. In the
considered scenarios, N RFDs observe (in a noisy manner)
a common binary phenomenon H, defined as

H_ {Ho with probability p,

2
H, with probability (1 — p,) 2

where po £ P(H = Hp). Throughout this paper, we will con-
sider equally distributed phenomena, i.e., pg = 1/2, but the
proposed approach is general. As previously introduced,
the RFDs may be clustered into n. <N groups, and each
RFD communicates only with its corresponding relay,
which, in this case, acts as a fusion center (FC). The FCs
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(d)

Fig. 2. Illustrative clustered topologies: (a) uniform with four clusters and four relays, (b) non-uniform with a 10-2-2-2 configuration with four relays,
(c) non-uniform with a 14-1-1 configuration and three relays, and (d) non-uniform with a 14-1-1 configuration and one relay. The nodes denoted with “R”
are only dedicated to relay packets from the RFDs to the AP, whereas the nodes denoted with “FC” are also used to fuse data received from the RFDs.

collect data from the RFDs in their clusters and make local
decisions on the status of the binary phenomenon. Then,
each FC transmits, without noise, its “fused” decisions to
the AP, which makes the final decision. Being the observed
signal the same across the RFDs and assuming that the
observation noises are Gaussian and independent with
the same distribution A(0,02), the common signal-to-
noise ratio (SNR) at the RFDs can be defined as follows
[20]:

2
SNR = >
o

where s is the intensity of the observed signal. Each sensor
makes a decision comparing its observation r; with a
threshold value t; and computes a local decision u; = U(r-
i — Ti), where U(-) is the unit step function. Even though,
in general, a common value of the decision threshold for
all sensors might not be the best choice, in the following
we assume a fixed threshold value 7 equal to s/2—as shown
in [20], this guarantees quasi-optimality.

2.4.1. Uniform clustering

In a scenario with uniform clustering, the sensors are
grouped into identical clusters, i.e., each of the n. clusters
contains d. sensors, with n.-d. = N. An illustrative exam-
ple, in a scenario with N =16 and n. =4, is given in Fig. 2a.

The fusion rules at the FCs and the AP are majority-like
fusion rules with fusion thresholds set, respectively, to k
and k; Using a combinatorial approach (based on the

repeated trials formula [21]) and taking into account the
majority-like fusion rules, the probability of decision error
at the coordinator can be expressed as follows [20]:

P. = P(ﬁ = Hq|Ho)P(Ho) + P(ﬁ = Hy|H,)P(H,)
= pobin(k¢, ne, ne, bin(k, dc, de, 1 — @(7)))
+ (1 _pO)bln(O’ kf - 17 nC7bin(k7 dC7dC7 1- ©(T - S)))
3)
where @(x) £ [ -1 exp(-y?/2)dy and

b -
bin(a, b, n,Z) 2 Z <?)Zl(] _ Z)(n—l)

i=a

In the case of majority fusion, k = |d¢/2] and k¢= [n¢/2].

2.4.2. Non-uniform clustering

In this case, the RFDs do not cluster regularly. In partic-
ular, the size of the ith cluster is denoted as dﬁ” (i=1,...,nc)
and it hods that > ,d” = N. Since the RFDs are not
equally distributed among the clusters, the optimized deci-
sion threshold at each RFD could depend on the corre-
sponding cluster. We remark that the fusion rules at the
FCs and the AP are majority-like fusion rules with proper
values of the fusion thresholds, as discussed in Section
2.4.1.

Let us define p,"" (p,°, respectively) as the probability
that the /-th FC decides for H; when H; (Hy, respectively).
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After a few manipulations, the probability of decision error
can be expressed as follows [20]:

(nc>

Ne l TNc

Pe=po>> 3 T[{eutop®+ 1 —cson(1-p")}
i =1 =

i=k¢
+(1-po) ) [ {ciop!" + (1-csen(1-p")}

where ¢;;=(c;j(1),...,¢ij(nc)) is a vector which designates
the jth configuration of the decisions from the first-level
FCs in a case with i ‘1’s (and, obviously, n. —i ‘0’s). For
example, in the presence of n. = 3 clusters ¢, ; is the second
possible configuration with one ‘1’ (and two ‘0s’), i.e., 010:
the ‘1’ is the decision of the second FC. It can be shown that
(4) reduces to (3) in the presence of uniform clustering
[20].

2.5. Simulation setup

The simulations have been carried out with the Opnet
Modeler simulator [22] and a built-in Zigbee network
model designed at the National Institute of Standards and
Technologies (NIST) [23]. Since this model refers only to
the first two layers of the ISO/OSI stack, we have extended
it by deriving an Opnet model for a FC, which, in addition
to providing relay functionalities, implements the interme-
diate data fusion mechanisms described in Section 2.4. We
assume (ideal) wireless communications between the
RFDs and the FCs, and between the FCs and the coordina-
tor. As anticipated in Section 2.1, ACK message are not
used, as this may not be realistic in large-scale WSNs. In
fact, according to the results in [24], the use of ACK mes-
sages in large-scale WSNs drastically decreases the perfor-
mance in terms of network transmission rate and delay. In
small-scale WSNs, our results show that the benefits
brought by the use of ACK messages are limited and reduce
for increasing values of N.

We point out that the considered Zigbee Opnet model is
compliant with the Zigbee standard. In particular, this
model provides a complete implementation of the physical
and MAC layers of the IEEE 802.15.4 standard, taking into
account of all parameters characterizing these layers, such
as CW, TAT, LIFS, and CCA. We point out that in the NIST
model all RFDs interfere with each other, regardless of
the clustering configuration. Therefore, all presented re-
sults relative to clustering will refer to worst-case commu-
nication scenarios. In clustering configurations where only
the RFDs belonging to the same cluster interfere, the per-
formance is intuitively expected to be better. Finally, since
the application layer has no direct impact on the perfor-
mance at both networking and MAC layers, we simply
model this layer as a transmission queue where the gener-
ated/received packets are stored before being transmitted/
processed.

2.5.1. Without data fusion

Each simulation result is obtained by averaging over 10
consecutive runs in order to make possible statistical fluc-
tuations negligible. The duration of each simulation has
been chosen so that the simulation ends as soon as the per-
centage of alive RFDs reduces below the network tolerable
death level. The packet length is 632 bits (512 bits of data
payload and 120 bits introduced by MAC and physical
layers).

2.5.2. With data fusion

The RFDs carry out noisy observations of a randomly
generated binary phenomenon H and make local decisions
on its status. Then, the RFDs embed their decisions into
data packets, which are sent either to the coordinator (in
the absence of clustering) or to the FCs (in the presence
of clustering). The decisions are assumed to be either 0
(no phenomenon) or 1 (presence of the phenomenon).

¢ In the absence of clustering, the coordinator makes its
final decision through a majority rule, directly on the
messages received from the RFDs. Obviously, if some
packets are lost due to medium access collisions, deci-
sions are made only on the received packets (this leads
to a reduced reliability of the final decision). If all the
packets related to a set of observations of the same phe-
nomenon are lost, the coordinator decides randomly
(i.e., with probability 0.5) for one of the two possible
values. Finally, if half of the decisions are in favor of
one phenomenon status and the other half are in favor
of the other, the coordinator decides for the presence
of the phenomenon.

 In the presence of clustering, each FC makes an interme-
diate decision on the basis of the messages received
from the RFDs associated with its cluster and forwards
this decision to the coordinator, which makes the final
decision on the basis of the received messages (from
either an FC or an RFD). The decision rule used by the
FCs is the same of that used by the coordinator (i.e.,
majority decision).

In both scenarios, it is possible to evaluate, by simula-
tion, the probability of decision error at the coordinator
by comparing, in each simulation run, the final decision
made by the coordinator with the true status of the phe-
nomenon. Together with the probability of decision error,
the simulator allows to evaluate: the network transmission
rate S (dimension: [b/s]), defined as the ratio between the
number of bits correctly received by the coordinator dur-
ing the simulation time; the throughput S, (adimensional
in [0,1]), defined as the ratio between the number of pack-
ets correctly delivered at the coordinator and the number
of packets sent by the RFDs; and the delay D (dimension:
[s]), defined as the time interval between the transmission
and the reception instants of a generic packet. The last per-
formance indicator of interest is the aggregate throughput
(dimension: [pck/s]), denoted as S,,; and defined as
N.-g- Sy, where N is the number of transmitting RFDs
and g is the packet generation rate at each RFD (dimension:

[pck/s]).



1088 P. Medagliani et al./Ad Hoc Networks 9 (2011) 1083-1103

In each simulation run, several consecutive indepen-
dent phenomenon realizations are considered. At each
RFD, consecutive decisions (relative to consecutive noisy
observations) are then inserted into 96-bit data packets.
In order to reliably estimate a probability of decision er-
ror at the AP of the order of 10, approximately 115,200
local decisions on the phenomenon status need to be
transmitted. Since in the Opnet implementation each
decision must be coded into a “char”, the memory occu-
pation is therefore equal to eight bits per decision. In
addition, in each packet a null char terminator (eight
bits) and a 32-bit sensor identifier must be added. Con-
sidering a packet length of 96 bits, each packet can thus
contain seven local decisions. From this simple analysis,
it follows that 16,458 packets need to be transmitted.
Since the packet generation rate g is equal to 2 pck/s,
the simulation duration is set to 8229 s, in order to guar-
antee that all required local decisions are sent to the
coordinator—this value is chosen as a compromise be-
tween simulation duration and achievable probability of
decision error at the AP. The effective packet length is
equal to 216 bits, since, besides a payload of 96 bits con-
taining the local decisions, a header of 120 bits is intro-
duced by physical and MAC layers. The RFDs send the
packets over an ideal wireless channel. At the end of
the simulation, the probability of decision error is com-
puted through a direct comparison between the se-
quence of decisions at the AP and the sequence of true
phenomenon realizations.

3. Performance analysis

We first evaluate the performance from a networking
perspective (in the first two subsections), considering sce-
narios both with and without clustering. We then consider
(in Section 3.3) the presence of data fusion and analyze its
impact on the probability of decision error, the throughput,
the aggregate throughput, and the delay. In all figures in
Sections 3.1 and 3.2, we indicate, for each performance
curve, the confidence interval 20, where ¢ is the standard
deviation, over consecutive simulation runs, with respect
to their average value.

We remark that the values of the system parameters are
chosen in order to simulate realistic Zighbee networks. For
instance, the considered values of N may be suitable for
surveillance applications, as considered, in the area of mo-
bile target detection, in [25]. The values of the packet gen-
eration rate are typical of scenarios with low data traffic
load (e.g., surveillance) or high data traffic load (e.g., target
tracking in military applications). As indicated at the end of
Section 2.2, the lifetime of a single RFD is exponentially
distributed with average value y, and we will assume, in
most of the simulations, that p =300 s. The choice of this
short average node lifetime (5 min) is dictated by the need
of making the simulations manageable. However, the ob-
tained performance results are confirmed considering an
average node lifetime equal to 600 s (see Section 3.1.2).
Therefore, our conclusions are meaningful also for com-
mercial testbeds where the average lifetime of a single
node may be on the order of months.

3.1. Impact of tolerable network death level

In the following, we analyze the impact of tolerable net-
work death level on network transmission rate and delay
performance indicators, considering either (1) N=64 or
(2) N=16 RFDs, which transmit data to the AP either di-
rectly or through intermediate clusterheads.

3.1.1. N=64 RFDs

In this case, we consider scenarios with either no clus-
tering (no relay) or with a number of clusters ranging from
1 to 8 (with a relay per cluster). In Fig. 3, (a) the network
transmission rate and (b) the delay are shown as functions
of ynet- In Fig. 3¢, instead, the curves in the previous two
subfigures are combined, obtaining transmission rate-de-
lay curves (parameterized with respect to ynet).

Looking at Fig. 3a, the network transmission rate is first
slightly decreasing, for small values of the network tolera-
ble death level, and then suddenly drops in correspon-
dence to pet~90%. In the scenario with many small
clusters, the network transmission rate remains low since
there is a larger number of transmitting nodes, and this in-
creases the number of collisions.

Considering the results in Fig. 3b, unlike what the intu-
ition may suggest, the delay in the scenario with one large
cluster and a single relay (64 configuration) is higher than
the delay in the scenario with eight clusters and eight re-
lays (8-8-8-8-8-8-8-8). The delay reduces when the
number of clusters increases, since, in this case, the relay
of each cluster has to process a smaller number of packets.
As expected, the delay is shortest in the absence of cluster-
ing, i.e., when all RFDs transmit directly to the AP. Obvi-
ously, in all cases the delay decreases for increasing
values of percentage of nodes’ deaths required to kill the
network (i.e., for increasing values of y.e). In fact, the
more RFDs die, the more efficiently the surviving RFDs
can be served and, thus, the average delay reduces. Com-
paring the results in Fig. 3a with those in Fig. 3b, it can
be noted that the network configuration which guarantees
the best performance, in terms of network transmission
rate and delay, is the one without relays (lines with
circles).

Finally, in Fig. 3c the delay is shown as a function of the
network transmission rate (the points of each curve corre-
spond to different values of the network tolerable death le-
vel). These curves give a concise (instantaneous) picture of
the network operating status: the best operating condi-
tions would correspond, obviously, to the bottom right
(low delay and high transmission rate).

We now analyze the network performance in the pres-
ence of non-uniform clustering. In Fig. 4a, the network
transmission rate is shown as a function of y e, for various
clustering configurations.

As in the case with uniform clustering, the network
transmission rate is first slightly decreasing (for small val-
ues of ynet) and then rapidly decreasing (for values of ypnet
higher than 90%). In fact, for small values of y. the RFDs’
deaths are balanced by the reduced number of collisions in
the channel, so that the network transmission rate remains
high. When the number of RFDs’ deaths becomes large, in-
stead, the overall traffic generated by the RFDs reduces
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Fig. 3. Performance evaluation in a scenario with N = 64 RFDs and various uniform clustering configurations: (a) network transmission rate and (b) delay as
functions of yner; (¢) delay as a function (parameterized with ypet) of the network transmission rate. The packet generation rate is equal to g = 2 pck/s.

and, consequently, the network transmission rate neces-
sarily reduces. The best performance is obtained in the
56-4-4 clustering configuration with one relay (associated
with the large cluster). In this case, in fact, the presence of
the eight directly-connected RFDs has a beneficial impact
on the network transmission rate, since the packets can
be transmitted without the need of being relayed. The
worst performance, instead, is obtained in the scenario
with the 32-8-8-8-8 clustering configuration and five re-
lays: in this case, the number of transmitted packets is lar-
ger because of the larger number of relays and, thus, the
higher probability of finding the channel busy.

In Fig. 4b, the delay is shown as a function of ype.. The
performance, in the presence of non-uniform clustering,
is similar in all cases where the RFDs are connected to
the AP through a relay. In these cases, in fact, when the
number of RFDs’ deaths increases, it is more likely that a
node finds the channel free and, therefore, can transmit
its data. The network performance in the scenario with
the 56-4-4 clustering configuration with one relay, in-
stead, shows a different behavior. In this case, both
throughput and delay (the latter is obtained according to
equation (1)) are affected by the eight RFDs directly con-
nected to the coordinator and, therefore, able to transmit

more frequently, since they are not affected by the pres-
ence of a relay acting as a bottleneck. In Fig. 4c, the delay
is shown as a function of the network transmission rate.

3.1.2. N=16 RFDs

We first consider a scenario with uniform clustering.
The performance results, in terms of network transmission
rate and delay, are shown in Fig. 5, where various network
configurations are compared. Looking at the results in
Fig. 5a, where the network transmission rate is shown as
a function of the network tolerable death level, one can ob-
serve that the best performance is obtained, as in the case
with 64 RFDs, in the absence of clustering. Similarly to the
case with 64 RFDs, the transmission rate is a decreasing
function of et and the shape of the curves is the same
regardless of the number of clusters. From the results in
Fig. 5b, where the delay is shown as a function of e,
one can notice that there is a substantial agreement with
the delay performance in the case with 64 RFDs (compare,
for instance, Fig. 5b with Fig. 3b). As in the case with 64
RFDs, the lowest possible delay is obtained without clus-
tering. In the presence of clustering, instead, the best per-
formance is obtained in the case with eight 2-sensor
clusters. This can intuitively be explained considering that
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when a relay is connected to a large number of RFDs (i.e., a
large cluster), it is likely that the RFDs find the channel
“busy” and, therefore, have to wait longer in order to trans-
mit their packets. In the case with only a few RFDs con-
nected to a relay, instead, the latter has to manage a
limited number of packets.

Let us now turn our attention to a scenario with non-
uniform clustering. The performance results, in terms of
network transmission rate and delay, are shown in Fig. 6.
Considering the performance results in Fig. 6a, where the
network transmission rate is shown as a function of e,
one can observe that the highest network transmission
rate is obtained, regardless of the value of ype, with the
configuration 14-1-1 with one relay, formed by one big
cluster (connected to the AP through a relay) and two sin-
gle RFDs connected directly to the AP. This can be ex-
plained observing that, unlike the scenarios where an
RFD is connected to the AP through a relay, in this case
the two RFDs connected to the AP can send their data pack-
ets directly, avoiding a “bottleneck” relay. For all the other
non-uniform clustered configurations, one can observe
that there is no significant difference. In particular, this dif-
ference becomes negligible at large values of ype. Observ-
ing the delay performance in Fig. 6b, the lowest delay is

guaranteed almost everywhere by the 8-2-2-2-2 configu-
ration. However, the delay associated with 14-1-1 config-
uration with one relay, i.e.,, the one which guarantees
highest network transmission rate, has a peculiar behavior.
More precisely, the delay curve of this configuration is a
steep function of yne:: for small values of y,e, the delay
is approximately equal to that associated with the 10-2-
2-2 clustering configuration; when yx... becomes 100%,
however, the corresponding delay becomes lowest. Finally,
in Fig. 6¢ the delay is shown as a function of the network
transmission rate, for various values of the network toler-
able death level y ... As one can see, the curves are closer
to each other than in a scenario with uniform clustering. In
this case as well, the choice of the network operating point
depends on the specific user needs.

In Figs. 7 and 8, the performance of the networking
schemes considered in Figs. 5 and 6 is analyzed by increas-
ing the packet generation rate g from 2 pck/s to 10 pck/s,
considering both uniform and non-uniform clustering.
The network transmission rate, in the case with
g=10 pck/s, has the same shape than in the case with
g =2 pck/s, the only difference being the fact that it is five
times higher. In fact, even if the traffic load is five times
higher, this load is not critical, so that the number of
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collisions is limited and each generated packet can be
immediately transmitted.

The previous results have been obtained considering an
average node lifetime ¢ equal to 300 s. However, the con-
clusions on the impact of the network configuration on the
system performance hold regardless of value y of the aver-
age lifetime. In order to verify this, we have compared the
performance results in Fig. 5a and b with those obtained
considering u = 600 s. A direct comparison, in terms of net-
work transmission rate and delay, is considered in Fig. 9a
and b, respectively. As one can observe, the discrepancy
between the performance with 300 s and with 600 s is neg-
ligible, thus making the conclusions of this work applicable
to Zigbee WSNs with longer lifetime.

3.2. Impact of the packet generation rate

For the sake of conciseness, we investigate the impact of
the packet generation rate only in scenarios with N=16
RFDs—similar results, trend-wise, hold also for other val-
ues of N. In particular, we consider the same network
topologies described in Section 2.3, i.e., with both uniform
and non-uniform clustering. The network tolerable death

level is set to 50%, i.e., the simulation stops when half of
the nodes die.

We first analyze the network performance with the fol-
lowing uniform clustering configurations: (i) no clustering
(i.e., direct transmission from the RFDs to the AP), (ii) one
16-node cluster with one relay, (iii) two 8-node clusters
with two relays, (iv) four 4-node clusters with four relays,
and (v) eight 2-node clusters with two relays. In Fig. 10a
and b, the network transmission rate and delay are ana-
lyzed as functions of g, respectively.

From the results in Fig. 10a, one can conclude that the
network transmission rate shows a similar behavior in all
considered network scenarios, except for variations of the
confidence interval due to the limited duration of simula-
tions.! All curves shown in Fig. 10a first increase till a max-
imum value, after which they slowly decrease. In this case,

T The Opnet simulator is based on a pseudo-random value generator,
which can be initialized through a user-defined seed. In our simulations, we
have experienced that there exist some values (not predictable) of this
seed, which lead to a worse performance. If a larger number of simulations
were considered, i.e., a larger number of seeds (e.g., 100 different seeds
instead of 10) were used, the confidence interval would reduce even
further.
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as in the other previously described cases, the best perfor-
mance is obtained without clustering. In the presence of
clustering, instead, the network transmission rate curves
change their behavior, approximately in correspondence to
a packet generation rate equal to 20 pck/s, because of the
increasing traffic load. In a scenario with low traffic load,
the best clustered configuration is that with one 16-node
cluster and one relay, since the latter node can efficiently
manage all packets sent by the RFDs. When the traffic load
increases, instead, the best network configuration is that
with eight 2-node clusters with eight relays. In fact, in the
presence of higher traffic load, it is more likely to find the re-
lays busy, therefore the probability of finding a relay idle in-
creases when number of relays used in the network is larger.

In Fig. 10b, the delay is investigated as a function of the
packet generation rate. All curves remain constant and low
for small values of the packet generation rate, then the de-
lay quickly increases and reaches a maximum value which
depends on the specific clustering configuration. Consider-
ing clustered scenarios, the best configuration is that with
eight 2-node clusters with eight relays, whereas the worst
performance is obtained in the scenario with one 16-node
cluster with one relay. Intuitively, in the presence of a few

small clusters, it is likely that the relays are ready to re-
ceive new incoming packets. On the opposite, when there
is only one 16-node cluster with one relay, it is likely that
a node, in need of sending a data packet, finds the relay
node occupied by another transmitting node.

In Fig. 11a and b, instead, we carry out the same per-
formance analysis (in terms of network transmission rate
and delay) obtained in the presence of non-uniform clus-
tering. The considered network configurations are the fol-
lowing: (i) 8-2-2-2-2 with five relays (i.e., the network is
divided into five clusters, one formed by eight RFDs and
the other four formed by two RFDs each, and each cluster
is connected to the AP through a relay); (ii) 10-2-2-2
with four relays (i.e., the network is divided into four
clusters, one formed by 10 RFDs and other formed by
two RFDs each, connected to the AP through a relay), as
shown in Fig. 2b; (iii) 14-1-1 with three relays (i.e., one
cluster is composed by 14 RFDs and two clusters are
composed by one node each), as shown in Fig. 2c; and
(iv) 14-1-1 with one relay (i.e., only one cluster com-
posed by 14 nodes and connected to the AP through a re-
lay, while the other two RFDs communicate directly to
the AP), as shown in Fig. 2d.
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In Fig. 114, the network transmission rate is shown as a
function of the packet generation rate. As one can see, all
curves present a very similar behavior: for low values of
the packet generation rate, the network transmission rate
quickly increases, then reaches a maximum, and finally de-
creases to a saturation value which depends on the net-
work configuration. When the packet generation rate is
high, the best performance is obtained with the 14-1-1
clustering configuration with one relay. On the opposite,
the worst performance is obtained with the 14-1-1 clus-
tering configuration with three relays. The presence of
two RFDs connected directly to the AP, in fact, has a bene-
ficial effect on the network transmission rate, since it is
likely that these two directly connected RFDs transmit
without waiting. If we consider scenarios where all RFDs
are connected to the AP through a relay, according to the
results in Fig. 10a the best performance is obtained in the
scenario with many small clusters.

In Fig. 11Db, the delay is shown as a function of the pack-
et generation rate. Unlike the case with uniform clustering
(see Fig. 10b), in this case the curves are close to each
other. For small values of the packet generation rate the
delay is low, but it rapidly increases for values of the pack-

et generation rate between 20 pck/s and 30 pck/s. Finally,
when the packet generation rate is high, the delay satu-
rates to a maximum value, which is approximately the
same for all network configurations. In this case as well,
the best performance, in terms of delay, is obtained in
the scenario with many small clusters. In the scenario with
14-1-1 clustering configuration and one relay, unlike the
scenarios where all RFDs are connected to the AP through
one relay, the overall delay is affected by the presence of
the two directly connected RFDs, which are likely to re-
serve communications with the AP.

3.3. Impact of data fusion mechanisms

In non-clustered scenarios, various values of the number
N of RFDs are considered. In clustered scenarios, instead,
the number N of RFDs is set to 16, and various clustering
configurations are investigated: (i) 8-8 (i.e., two 8-RFD
clusters with two FCs); (ii) 4-4-4-4 (i.e., four 4-RFD clus-
ters with four FCs); (iii) 14-1-1 with three FCs (i.e., one
cluster is composed by 14 RFDs and two clusters are com-
posed by one RFD each); (iv) 10-2-2-2 with four FCs (i.e.,
the network is divided into four clusters, one formed by 10
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RFDs and others formed by two RFDs each); and (v) In Fig. 12, the probability of decision error at the AP is
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between an RFD and the coordinator, the probability of
decision error has the typical trend of On Off Keying
(OOK)—this is a “sanity check” for our simulator.? The coor-
dinator, in fact, may decide only for either O or 1 using the
(possibly erroneous) decision received from the RFD. As
one can see, the probability of decision error reduces for
increasing values of N. This can be explained recalling the
data fusion mechanism described in Section 2.4. In fact,
since communication links are modeled as ideal, for a fixed
observation SNR, the larger the number of received deci-
sions, the lower the probability of decision error with a
majority decision rule. Note that for increasing numbers

2 Note that the modulation schemes foreseen by the Zigbee standard have
no effect on the probability of decision error, since the channel is
considered ideal.

of RFDs, the relative reduction of the probability of deci-
sion error is negligible (e.g., the improvement is higher
when the number of RFDs increases from 1 to 10 than
when the number of RFDs increases from 20 to 30). In
the same figure, we also show theoretical results (dashed
lines) obtained with the analytical framework proposed
in [20] and summarized in Section 2.4. Since this analytical
framework does not take into account the medium access
policies, the predicted performance is in agreement with
the simulation results only in the scenario with N=1
RED. In the other scenarios, the probability of decision er-
ror predicted by the analytical framework is better than
that obtained through simulations. This is due to the fact
that our Opnet simulator takes also into account the pres-
ence of collisions in the medium access phase. In this case,
since some packets may be lost or dropped, the probability
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of decision error worsens. The negative impact of the colli-
sions exacerbates when the number of transmitting nodes
increases.

In Fig. 13, the performance is analyzed in scenarios
without clustering: more precisely, (a) the probability of
decision error is shown as a function of the number of
transmitting RFDs and (b) the throughput and the delay
are shown as functions of the number of nodes. In
Fig. 13a, the probability of decision error is a monotoni-
cally decreasing function of N for all considered values of
the observation SNR at the RFDs. For each network config-
uration, the probability of decision error reaches a floor
which is strictly related to the collisions and, therefore,
to the maximum achievable throughput in each sce-
nario—in the cases with high SNR (12 dB and 14 dB), in-
stead, the floor is not visible since it appears for very low
(out of scale) values of the probability of decision error.

In Fig. 13b, the throughput and the delay are shown as
functions of the number of transmitting RFDs. These curves
are obtained by considering a fixed SNR (equal to 0 dB) at
the RFDs. Our results, however, show that the throughput
and the delay are not affected by the value of the observa-
tion SNR at the RFDs.> We consider, in fact, ideal communi-
cation channels, so that the noise affects only the
observations at the RFDs and not the transmissions from
the RFDs or the FCs. Consequently, throughput and delay
do not depend on the observation SNR. The throughput
curve (solid line with circles) is a decreasing function of N.
In particular, for small values of N, it remains close to 1
(the maximum possible). When N increases, instead, the
number of collisions in the channel increases as well and
the throughput reduces. Comparing the results in Fig. 13a

3 This is expected, since the quality of the observations influences the
decision at the AP but not the communications within the network.

with those in Fig. 13b, the negative impact that a larger
number of RFDs has on the throughput is compensated, in
terms of probability of decision error, by the data fusion
mechanism. In Fig. 13b, we also show the delay (dotted line
with diamonds). As the intuition may suggest, the delay is
small for small values of N. When the traffic increases, in-
stead, due to a larger number of collisions, the delay is high-
er, since the channel is busy for a longer period of time and
the probability of finding the channel idle reduces. Finally,
for large values of N, the delay seems to start saturating to
a maximum value. In this case, in fact, due to the increased
offered traffic, it is likely that there is at least an RFD ready
to send its packet as soon as the channel is idle.

In Fig. 14, we show the aggregate throughput, com-
puted on the basis of the previous results in scenarios
without clustering, as a function of the number of nodes.
When the number of transmitting nodes is small, the
aggregate throughput is high (close to the maximum pos-
sible for each network configuration). When the number
of transmitting RFDs increases, instead, the aggregate
throughput tends to saturate. Once the saturation is
reached, the number of collisions is so large than an in-
crease of the traffic load has no longer effect on the aggre-
gate throughput.

In Fig. 15, we analyze the impact of non-uniform clus-
tering on the probability of decision error—as a perfor-
mance benchmark, the probability of decision error in
the case with uniform clustering is also shown. We con-
sider scenarios with N = 16 RFDs and the following cluster-
ing configurations: (i) no clustering; (ii) two 8-RFD clusters
with two FCs; (iii) four 4-RFD clusters with four FCs; (iv)
14-1-1 with three FCs; (v) 10-2-2-2 with four FCs; and
(vi) 8-2-2-2-2 with five FCs. According to the analytical
results presented in [20] and the previously shown simula-
tion results, the best network performance is obtained in
the absence of clustering. The worst performance, instead,
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Fig. 13. Performance analysis in a scenario without clustering: (a) probability of decision error at the AP as a function of the number N of transmitting RFDs,
considering various SNR at the nodes, and (b) throughput and delay as functions of the number N of transmitting RFDs.

0 5 10 15 20 25 30
N

Fig. 14. Aggregate throughput, in a scenario without clustering, as a
function of the number N of transmitting RFDs.

is obtained in the 14-1-1 scenario, i.e., with three FCs and
non-uniform clustering. In this case, in fact, the informa-
tion collected by the RFDs associated with the largest clus-
ter is very reliable. On the other hand, the information

No cluster

0 2 4 6 8 10 12
SNR [dB]

Fig. 15. Probability of decision error at the AP in scenarios with N=16
RFDs both in uniform and non-uniform clustering configurations. The
considered topologies are the following: (i) no clustering, (ii) two 8-RFD
clusters and two FCs, (iii) four 4-RFD clusters and four FCs, (iv) 14-1-1
clustering configuration with three FCs, (v) 10-2-2-2 clustering config-
uration with four FCs, and (vi) 8-2-2-2-2 clustering configuration with
five FCs.

collected by the other two clusters is more likely to be
noisy, and the final decision is thus likely to be wrong.
Observing the results in Fig. 15, one can conclude that, in
the presence of non-uniform clustering, the best perfor-
mance is obtained with slightly unbalanced clusters. In this
case, in fact, decisions made by intermediate FCs are more
reliable, so that it is more likely that the final decision
made by the coordinator is correct. In the case of uniform
clustering, instead, the probability of decision error is not
affected by the number of clusters in the network, as long
as the number of RFDs remains the same. Observing
Fig. 15, one can note that the curves corresponding to the
scenarios with four 4-RFD clusters and two 8-RFD clusters
are almost overlapped. This is due to the fact that a smaller
number of clusters is compensated by a higher quality of
the intermediate decisions. This result is in agreement
with the theoretical analysis presented in [20].

4. Design guidelines

On the basis of the extensive performance analysis car-
ried out in Section 3, we first characterize a Zigbee network
with a three-dimensional performance surface which
clearly shows the existing trade-offs, imposed by the clus-
tering configuration, between network transmission rate,
delay, and tolerable network death level. Then, we propose
a simple, yet insightful, analytical characterization of the
Zigbee performance surface. This allows to derive useful
guidelines for the design of Zigbee WSNs with a desired
performance level.

4.1. The Zigbee performance surface

In Fig. 16, we present combined results of network
transmission rate, delay, and network tolerable death level
in different (both uniform and non-uniform clustering)
clustering configurations, explicitly indicated, with N=16
RFDs.

In Fig. 164, the delay is shown as a function of both net-
work tolerable death level and network transmission rate.
On the yne—S plane, the contour curves of the delay surface
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are shown. The shape of the three-dimensional surface is
similar to a skewed half-tube: in fact, there is a peak (in
terms of delay), with maximum value in correspondence
to Ynet =20 % and S ~ 6 kb/s. This means that the one clus-
ter with one relay configuration leads to the highest delay.
In an application where a small delay is required, the
acceptable configurations are either the ones with no relay
or the ones with many relays (i.e., high clustering level). In
the former case, the network transmission rate is high, as
shown in Fig. 5a and b; in the latter case, instead, the net-
work transmission rate is limited by the presence of the
relays.

In Fig. 16b, the network transmission rate is shown as a
function of yner and D. From the results in this figure it is
evident that the network transmission rate reduces as
the number of relays in the network increases. In particu-
lar, for each configuration and for specific values of ypet
and D, there exists a maximum achievable network trans-
mission rate and a suitable network configuration which
guarantees the best performance. For a specific value of
the network transmission rate, there exists at least a pair
of values of D and y...—and, therefore, a specific pair of
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network configurations—in correspondence to which the
required network performance is met. In Fig. 16¢, ypet iS
shown as a function of the network transmission rate
and the delay. As in the previous figures as well, in this fig-
ure, it can be seen that, for a fixed value of y ., there exists
a configuration that guarantees the best trade-off between
network transmission rate and delay.
Summarizing, one can conclude that:

o the best network configuration is always without any
intermediate relay;

e in clustering configurations where there is at least one
RFD directly connected to the AP, the network transmis-
sion rate is higher than in fully clustered configura-
tions—this conclusion does not hold in terms of delay,
even if acceptable values of delay are obtained;

e both the network transmission rate and the delay are
decreasing functions of the number of relays in the net-
work: therefore, in the presence of a high clustering
level both the network transmission rate and the delay
are low, whereas in the presence of a low clustering
level the opposite holds.
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Fig. 16. Performance evaluation in a scenario with N = 16 RFDs and various uniform and non-uniform clustering configurations; (a) delay as a function of
network transmission rate and jnet, (b) network transmission rate as a function of delay and jnet, and (c) xnet as a function of network transmission rate and

delay. The considered packet generation rate is g = 2 pck/s.



P. Medagliani et al. /Ad Hoc Networks 9 (2011) 1083-1103

In Fig. 17, the same results of Fig. 16 are presented in
scenarios with N =64 RFDs. The considerations, carried
out for scenarios with N =16 RFDs, are still valid, the only
difference between the two network configurations being
the fact that the network transmission rate and the delay
in the scenario with N = 64 RFDs are higher than in the sce-
nario with N=16 RFDs. As before, the most important
observation is that the network performance trend is
strictly related to the number of relays in the network.

4.2. A simple analytical model for the Zigbee performance
surface

We now provide a simple approach for deriving a
closed-form approximation of the three-dimensional
Zigbee performance surface introduced in Section 4.1.
The derivation of an analytical expression for this surface
is very useful, since simulation results may be difficult to
obtain, especially in the case of large-scale Zigbee WSNs.

Without loss of generality, we focus on the Zigbee per-
formance surface, which returns the delay as a function of
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the network transmission rate and the network tolerable
death level. Our goal is to fit the simulation-based delay
surface with a simple function D = D(S, y,.,). In particu-
lar, we consider a fitting function with the following
form:

ﬁ = OC]f] (S, Xnet) + 0y (5)

where the values of oy and «, are obtained through the
minimization of the mean square error (MSE) between
simulation and analytical data and an expression for f; is
derived in Appendix A.

In Fig. 18, the “true” Zigbee performance surface (the
one with lines) and its analytical approximation (the con-
tinuous one) are compared in scenarios with various val-
ues of N: (a) 16, (b) 32, (c) 64, and (d) 128, respectively.
As one can observe, for all considered scenarios the heuris-
tically derived surfaces approximate well the simulation-
based surfaces. However, some differences between the
true surfaces and their approximations can be observed,
and this is due to the approximations considered in
Appendix A. In Table 1, the optimized values of oy and
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Fig. 17. Performance evaluation in a scenario with N = 64 RFDs and various uniform and non-uniform clustering configurations; (a) delay as a function of
network transmission rate and e, (b) network transmission rate as a function of delay and jpet, and (¢) yner as a function of network transmission rate and
delay. The considered packet generation rate is g = 2 pck/s.
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03, and the corresponding delay minimum mean square er-
rors (MMSEs) are shown, in scenarios with 16, 32, 64, and
128 RFDs, respectively. More precisely, the normalized
MMSE is computed as

D - DP?
D’

MMSE =

where the notation |¥| stands for the norm of x. From the
results in Table 1, the reader should observe that the nor-
malized MMSE is relatively small (lower than 9%) in all
scenarios. Therefore, the proposed approximation for the
Zigbee network surface can be applied also to large-scale
WSNSs.

In order to provide an intuitive comparison of the
approximating surfaces, in Fig. 19 the four surfaces of
Fig. 18, relative to different values of N, are shown to-
gether. It can be clearly seen that the surfaces have the
same shape, with the position of the peak on the D-)pet
and S-ynet simply translated according to the considered
value of N. The result of this analysis is that, given the
number of nodes N in the network, it is always possible
to characterize the performance of a Zighee WSN through
the approximation expression given by (5). Further details
can be found in Appendix A.
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Table 1

Coefficients of the linear combination in (5) and corresponding normalized

MMSEs for various values of N.

N=16 N=32 N=64 N=128
o 0.154 0.4716 0.128 0.3952
o0 0.015 0.0196 0.0028 0.0261
MMSE (%) 1.53 2.29 3.9 8.95

The derivation of an accurate approximation for the
Zigbee performance surface allows to simplify the analy-
sis and design of WSNs. In particular, we are currently
working on the derivation of a general analytical model
for the coefficients in (5), in order to have an accurate
approximation of the performance surface for a generic
value of N. Our simple analytical model could also help
in analyzing the network behavior in dynamical scenarios,
where the network architecture (e.g., the clustering con-
figuration) may change as a consequence of RFDs’ failures
or adaptive reclustering. Finally, taking into account the
performance trade-offs implied by the Zigbee perfor-
mance surface, one could design the WSN in order to
maintain a given performance level, and this goal could
be achieved by properly “moving” the network operating
point on the surface.
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Fig. 18. Performance evaluation in a scenario with the following values of N: (a) 16, (b) 32, (c) 64, and (d) 128. Both the realistic surface (lines) and its

approximation (continuous) are shown.
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5. Concluding remarks

In this paper, we have analyzed, through Opnet-based
simulations, the performance of Zigbee sensor networks,
using physical (probability of decision error at the AP)
and network layer (network transmission rate, throughput,
aggregate throughput, delay, and network lifetime) perfor-
mance indicators. In non-clustered scenarios, the presence
of a large number of transmitting RFDs has a positive effect
on the probability of decision error, at the price of through-
put and delay performance degradation. We have also
extensively analyzed the performance of Zigbee networks
in clustered configurations with and without data fusion.
In the presence of data fusion, our results confirm the the-
oretical results in [20]. In addition, through a simulation-
based analysis of the impact of the network tolerable death
level, it appears that the best network configuration is al-
ways the one without any relay. Finally, we have drawn
a few simple guidelines and an approximating model for
the design of clustered Zigbee WSNs. A three-dimensional
characterization of the network performance, in terms of
D, S, and ynet, shows that the network operating point lies
over a characteristic surface, denoted as Zigbee perfor-
mance surface. Given the number of nodes and the re-
quired performance level, one can identify over this
surface the network configuration which guarantees the
best possible trade-off.
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Appendix A. Analytical approximation of the
performance surfaces

In order to derive an analytical model of the delay
Zigbee performance surface, we first extract an equation

which describes the “peak” (in terms of delay) of the
half-tube. Since the maximum of each surface corresponds
to the configuration with one cluster with one relay, we
first obtain an approximating expression for the one-clus-
ter projection curve on the S-y. plane (i.e., considering
the surface in Fig. 17a). This curve can be accurately
approximated as follows®:

8(nee) 2 01 - Yk + €1 (6)

where a4, by, and c; are proper constants whose values are
obtained by minimizing the MSE with respect to the simu-
lation-based points. In Fig. 20, we show simulation results
and the proposed analytical approximation for the above
curve relative to the Zigbee performance surface with
N =64 RFDs. The values of a;, by, and c;, obtained using
the Curve Fitting Toolbox of Matlab [26] with a 95% confi-
dence, are shown in Table 2.

The same procedure can be repeated to approximate
the shape of the projection of the “peak” of the surface
(for S = g()net)) on the D-jy ¢ plane. The fitting expression
has the following form:

K(Xnet) £ a - ebZ'Xnet +Cy - edz'lnet (7)

where the coefficients a,, b,, ¢, and d, can be obtained
with the MMSE-based approach used to determine the val-
ues of the coefficient in (6). In Fig. 21, the simulation re-
sults are compared with the proposed analytical
approximation (7) in the case with N = 64 RFDs. The values
used for ay, b,, 3, and d, are shown in Table 2.

Finally, for a given value of j,.t, we have approximated
the D-S two-dimensional curve obtained from the corre-
sponding section of the three-dimensional performance
surface. From our analysis, it comes out that the best
approximating function, for a fixed value of ype, is a
Gaussian function with (optimized) variance which de-
pends on y,et. Therefore, the final expression for f; is

4 Similar considerations can be carried out also for the case with N=16
RFDs.
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trajectory of the maximum of the surface in the S-yne plane. The case
with N =64 RFDs is considered.

Table 2
Coefficients used for the computation of the approximating function in the
case with N=16, N=32, N=64, and N = 128, respectively.

N=16 N=32 N=64 N=128
a; —0.001302 -2.642x 10> -2943x107'2 —7.544x1077
b, 3.187 4113 7.579 4.926
¢, 6256 7956 8887 10,680
a, -0.002132 -2.187 x 10~ —0.004571 —0.0001723
b, 0.03209 0.06173 0.03423 0.04315
c; 01355 0.04613 0.1585 0.05486
d, -0.001969 —0.001568 0.002149 —0.0001743
p1 —0.03429  —0.1637 —0.09405 —0.2783
p, 748 —0.797 6.577 16.64
ps 1576 2296 1119 2177

_ 2
fi (S, Xnet) = K(Xnet) “€Xp g — {%(%})et)}

where ( ynet) and g(xnet) are, respectively, given by (6) and
(7), and c( ynet) is a proper function which characterizes the
standard deviation of the Gaussian approximation and can
be expressed as

C(Ynet) = P1Xhet + P2 Xnet + P3 (8)
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Fig. 21. Comparison, between approximation and simulation, of the
trajectory of the outline of the surface in the D-yne: plane. The case with
N =64 RFDs is presented.

The specific values of the coefficients p;, p,, and p3 can be
determined through the MMSE-based approach previously
defined and are shown in Table 2.
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