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In  this  paper,  the problem  of  indoor  localization  in wireless  networks  is  addressed  relying  on a  swarm-
based  approach.  We  assume  to  know  the  positions  of  a few number  of  sensor  nodes,  denoted  as  anchor
nodes  (ANs),  and  we  aim  at finding  the  position  of  a target  node  (TN)  on  the basis  of  the  estimated
distances  between  each  AN  and  the  considered  TN.  Since  ultra  wide  band  (UWB)  technology  is particu-
larly  suited  for  localization  purposes  (owing  to  its remarkable  time  resolution),  we  consider  a  network
composed  of  UWB  devices.  More  precisely,  we  carry  out an  experimental  investigation  using the  PulsOn
410  ranging  and  communication  modules  (RCMs)  produced  by time  domain.  Using four  of them  as  ANs
and  one  of them  as  TN,  various  topologies  are  considered  in order  to evaluate  the  accuracy  of the pro-
posed  swarm-based  localization  approach,  which  relies  on  the  pairwise  (AN-TN)  distances  estimated  by
the  RCMs.  Then,  we  investigate  how  the  accuracy  of the proposed  localization  algorithm  changes  if  we

apply  to  the  distance  estimates  a recently  proposed  stochastic  correction,  which  is designed  to  reduce
the  distance  estimation  error.  Our  experimental  results  show  that  a good  accuracy  is obtained  in  all  the
considered  scenarios,  especially  when  applying  the  proposed  swarm-based  localization  algorithm  to  the
stochastically  corrected  distances.  The  obtained  results  are  satisfying  also  in  terms  of software  execution
time,  making  the  proposed  approach  applicable  to  real-time  dynamic  localization  problems.

©  2016  Elsevier  B.V.  All  rights  reserved.
. Introduction

The interest in wireless networks keeps on growing, since, due
o the availability of small, cheap, and intelligent electronic com-
onents, they represent a scalable and low-cost solution to several
ractical challenges. In a wireless network, nodes may  be equipped
ith one or more sensors which can measure physical quantities

uch as: temperature, speed, acceleration, and pressure. The variety
f properties of the environment which can be monitored allows
ealing with a large number of applications, such as: smart homes;

nvironmental monitoring; medical monitoring of patients in hos-
itals; military surveillance; and localization and tracking of people
nd vehicles [1].

� This paper is an extended, improved version of the paper A swarm intelligent
pproach to 3D distance-based indoor UWB  localization presented at EvoComNet2015
nd published in: Applications of Evolutionary Computing, Proceedings of 18th
uropean Conference, EvoApplications 2015, Copenhagen, Denmark, April 8–10,
015, LNCS 9028, pp. 91–102, Springer, 2015.
∗ Corresponding author. Tel.: +39 0521906900.

E-mail address: stefania.monica@studenti.unipr.it (S. Monica).

ttp://dx.doi.org/10.1016/j.asoc.2016.02.020
568-4946/© 2016 Elsevier B.V. All rights reserved.
This paper is focused on the application of wireless networks to
accurately localize targets in indoor environments. The main idea
of the considered problem is that range measurements between a
given number of nodes with known positions, denoted as anchor
nodes (ANs), and a target node (TN) need to be used to estimate
the position of the TN. This problem, which has many applica-
tions, is very interesting and, at the same time, challenging. As
a matter of fact, indoor communications are particularly delicate
since the presence of obstacles may  cause non-line-of-sight (NLoS)
and multipath propagation. In order to reduce the impact of these
phenomena, we perform localization using ultra wide band (UWB)
technology, which is particularly suited for various reasons. First
of all, due to their large bandwidth, UWB  systems transmit pulses
whose duration is typically on the order of a nanoseconds. This
guarantees a low probability that pulses received via multiple paths
overlap and, therefore, the time of flight (ToF) of signals travel-
ing between nodes can be accurately estimated. As a consequence,
precise distance estimates between pairs of sensors and high local-

ization accuracy can be obtained [2]. Moreover, the low duty cycle
which characterizes UWB  systems guarantees low energy con-
sumption. Finally, due to the large frequency spectrum of UWB
signals, they can penetrate through obstacles, which can easily be

dx.doi.org/10.1016/j.asoc.2016.02.020
http://www.sciencedirect.com/science/journal/15684946
www.elsevier.com/locate/asoc
http://crossmark.crossref.org/dialog/?doi=10.1016/j.asoc.2016.02.020&domain=pdf
mailto:stefania.monica@studenti.unipr.it
dx.doi.org/10.1016/j.asoc.2016.02.020
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ound in indoor environments [3]. These aspects make UWB  tech-
ology a leading candidate for accurate, low-cost, and low-power
ositioning systems.

Given the distance estimates between nodes, different kinds
f localization algorithms have been proposed in the literature.
he majority of these algorithms are based on the received signal
trength (RSS) or the ToF of the signals traveling between nodes.
he first class of methods relies on the knowledge of a relation
etween the received power of the transmitted signal and the
istance between transmitter and receiver. The path-loss during
ropagation is characterized by the Friis formula, which reads (in
he logarithmic domain) [3]:

¯ (d) = P0 − 10ˇlog10
d

d0
d ≥ d0 (1)

here P0 is the (known) power (dimension: [dBm]) at the refer-
nce distance d0 (dimension: [m]);  ̌ is the path-loss exponent
adimensional); and P̄(d) is the average received power (dimen-
ion: [dBm]) at distance d (dimension: [m]). From (1), it can be
bserved that the distance between two nodes can be estimated
rom the RSS measured at the receiver node, under the assump-
ion that the transmitted signal energy is known. The accuracy of
SS-based localization relies heavily on channel knowledge, which

s a strong requirement and a great challenge as well, especially in
ndoor scenarios.

Time-based positioning techniques rely on measurements of
he ToFs of signals traveling between pairs of nodes. If two  syn-
hronized nodes communicate, the node receiving the signal can
etermine the time of arrival (ToA) of the incoming signal and, from
he timestamp of the sending node, the ToF. If the nodes are not
ynchronized, time difference of arrival (TDoA) techniques can be
mployed, based on the estimation of the difference between the
rrival times of UWB  signals traveling back and forth between two
odes. Since, as discussed above, the ToF between signals can be
ccurately estimated with the UWB  technology, in the following
e consider ToF approaches.

Many ToF-based localization algorithms have been studied.
mong them, it is worth recalling: (i) iterative methods, based
n Taylor series expansion [4] or the steepest-descent algorithm
5], which guarantee fast convergence only for an initial estimate
alue close to the true solution (often difficult to obtain in real
pplications); (ii) closed-form methods, such as the Plane Inter-
ection (PI) algorithm [6] and the Two-Stage Maximum-Likelihood
TSML) algorithm [7]. In particular, the TSML algorithm can attain
he Cramer-Rao lower bound and, therefore, is typically considered
s optimal [8]. Despite some good properties, these “geometrical”
ethods can lead to wrong position estimates in some particular

opologies. As a matter of fact, they all deal with linear or non-linear
ystems of equations which can become ill-conditioned – this hap-
ens, for example, when the ANs lay on the same line or plane.

n order to avoid these phenomena, different techniques have
een considered, among which: (i) probabilistic methods based
n Monte-Carlo simulations [9]; (ii) machine learning approaches
10]; (iii) and swarm-based techniques [11], [12].

Many of the results found in the literature are relative to theoret-
cal bounds for accurate localization and rely on simulation results.
n [13], for instance, a three-dimensional localization scenario is
imulated and the performance obtained using the TSML algorithm
s compared with that obtained using a swarm-based approach.
n the current paper, we extend the preliminary investigation of
13]: in particular, we present performance results obtained using
n experimental UWB  testbed. More precisely, we make use of

he PulsOn 410 Ranging and Communication Modules (RCMs) pro-
uced by Time Domain. Using these sensors, we consider different
D localization scenarios inside a room and we use the range esti-
ates produced by the RCMs to perform swarm-based localization.
omputing 43 (2016) 489–497

Moreover, we  show how the performance of the proposed algo-
rithms can be improved by using a recently proposed statistical
correction to the range estimates. We also focus on the software
execution time needed to perform localization, showing that the
proposed approach is applicable also to dynamic localization.

This paper is organized as follows. In Section 2, the proposed
swarm-based localization algorithm is derived. In Section 3, the
considered experimental setup is described and different local-
ization scenarios are described. In Section 4, the performance of
the proposed algorithm is experimentally evaluated in terms of (i)
localization accuracy and (ii) execution time needed to perform
localization. Section 5 concludes the paper.

2. Localization algorithms

The proposed localization approach is based on the particle
swarm optimization (PSO) technique [14]. We  assume to have M
ANs placed in an indoor environment and we aim at using distance
estimates between each AN and the TN to localize the latter. We
remark that M ≥ 4, since three-dimensional localization requires at
least 4 ANs [20]. We  denote the ANs’ coordinates as

si = [xi, yi, zi]
T i ∈ {1, . . .,  M} (2)

and we denote as {Ki}M
i=1 the square of the Euclidean norm of {si}M

i=1,
namely:

Ki = x2
i + y2

i + z2
i i ∈ {1, . . .,  M}. (3)

Moreover, we  denote as u = [x, y, z]T the true position (which is
supposed to be unknown) of the TN which needs to be localized.
Its estimated position will be denoted as û = [x̂, ŷ, ẑ]T . Using this
notation, the true and estimated distances between the i-th AN and
the considered TN are, respectively:

ri = ||u − si|| i ∈ {1, . . .,  M}
r̂i = ||û − ŝi|| i ∈ {1, . . .,  M}.

(4)

Before explaining the swarm-based approach, let us make some
geometric considerations which are the basis to perform local-
ization. Given the (known) positions of the M ANs and the true
distances between them and the currently considered TN, the posi-
tion of the latter can be determined by intersecting the spheres
centered in {si}M

i=1 with radii {ri}M
i=1, namely by solving the following

system:⎧⎪⎨
⎪⎩

(x − x1)2 + (y − y1)2 + (z − z1)2 = r2
1

. . .

(x − xM)2 + (y − yM)2 + (z − zM)2 = r2
M.

(5)

The system of equations (5) is a quadratic system of M equations in
the three unknowns x, y, and z and admits a unique solution, which
corresponds to the true TN position.

Since the true distances {ri}M
i=1 between the ANs and the TN are

(obviously) unavailable, in (5) we replace their coordinates with
those of their estimates {r̂i}M

i=1. Therefore, instead of considering
(5), localization is performed on the basis of the following quadratic
system:⎧⎪⎨
⎪⎩

(x̂ − x1)2 + (ŷ − y1)2 + (ẑ − z1)2 = r̂2
1

. . .

(x̂ − xM)2 + (ŷ − yM)2 + (ẑ − zM)2 = r̂2
M.

(6)

Due to range errors, the circumferences associated with the M equa-

tions in (6) will not intersect in the same point as when solving (5).
Therefore, the unknowns of the system (6) are denoted as x̂, ŷ, and
ẑ. A proper localization algorithm needs to be considered in order
to derive the TN position estimate û.
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Observe that the system (6) can be re-written in matrix notation:

û
T
û + A û = k̂ (7)

here i is a M × 1 vector with all elements equal to 1; k̂ is a M × 1
ector whose i−th element is r̂2

i
− Ki; and A is the following M × 3

atrix:

 � − 2

⎛
⎜⎜⎜⎜⎝

x1 y1 z1

x2 y2 z2

...
...

...

xM yM zM

⎞
⎟⎟⎟⎟⎠ . (8)

ossible algorithms to solve (7) can be found in [7]. Such algo-
ithms are based on the least square technique, on the Taylor series
xpansion, or on maximum-likelihood methods. All these tech-
iques suffer from ill-conditioning in the presence of specific nodes’
onfigurations.

A more robust solution of an over-determinated system, such
s (7), can be found by re-interpreting it as an optimization prob-
em. In [7], the use of Genetic Algorithms (GA) is also proposed. In
his paper, instead, we  propose a PSO-based approach to solve (7).

ore precisely, the minimization problem associated with (7) can
e written as follows:

ˆ
 = argminuF(u) (9)

here the fitness function F(u) is defined as:

(u) � ||k̂ − (i û
T
û + A û)||.

he PSO algorithm was  introduced in [14] as a global optimiza-
ion algorithm. It is an iterative method where the set of potential
olutions of the considered optimization problem corresponds to

 swarm of particles. Each particle is associated with a position
nd a velocity, which are both updated at each iteration according
o proper laws, in order to move the particles toward the optimal
olution. At the beginning, the positions of all particles are ran-
omly initialized in the search space with values x(i)(0), where i ∈ S
enotes the generic particle index and S is the set of indices which

dentify the particles. Similarly, the initial velocities are randomly
nitialized with values v(i)(0). At any iteration t ∈ N, each particle
n the swarm is associated with a position x(i)(t) and with a velocity
(i)(t), which are updated according to proper rules meant to simu-

ate “social” interactions between individuals [15]. More precisely,
n the most general formulation of the PSO algorithm the velocity
f particle i is updated, at each iteration, according to the following
ule [16]:

(i)(t + 1) = ω(t)v(i)(t) + c1R1(t)(y(i)(t) − x(i)(t))

+ c2R2(t)(y(t) − x(i)(t)) i ∈ {1, . . .,  S} (10)

here S = |S| denotes the number of particles in the swarm.
bserve that the velocity of a particle at the iteration t + 1 depends
n the velocity at the previous iteration t through the first addend at
he right-hand side of (10). More precisely, the value of the veloc-
ty of the i-th particle v(i)(t) at the previous iteration is weighed
ccording to the inertial factor ω(t). Typically, the inertial factor
(t) is chosen as a decreasing function of t, in order to guaran-

ee low dependence of the solution on the initial population and to
educe the exploration ability of the swarm as the number of iter-
tions increases, making the method more simliar to a local search
n the last iterations [16]. In (10), the parameters c1 and c2 are pos-
tive real parameters denoted as cognition and social parameters,

espectively, while R1(t) and R2(t) are random variables uniformly
istributed in (0, 1). To be more precise, the second addend at the
ight-hand side of (10) is meant to “push” each particle i ∈ {1, . . .,
} to its best position reached so far, denoted as y(i)(t). Since the
omputing 43 (2016) 489–497 491

considered optimization problem is a minimization one, the best
position is the one which corresponds to the lowest value of the
fitness function and, therefore, can be expressed as:

y(i)(t) = argminz ∈ {x(i)(0),... x(i)(t)}F(z). (11)

The third addend at the right-hand side of (10), instead, aims at
pushing each particle i ∈ {1, . . .,  S} toward the global best position
y(t) reached so far, which is defined as:

y(t) = argminz ∈ {y(1)(t),... y(S)(t)}F(z). (12)

Observe that y(t) is the position which corresponds to the smallest
value of the fitness function among all those reached by any particle
in the swarm [15].

The definition of the velocities of the particle in the swarm given
in (10) is then used to update the positions of the particles, accord-
ing to the following rule:

x(i)(t + 1) = x(i)(t) + v(i)(t + 1) i ∈ {1, . . .,  S}. (13)

The iterative process which updates the positions of the particles
in the swarm is repeated until a stopping condition is met. Possible
stopping conditions for the PSO algorithm are the achievement of a
given (maximum) number of iterations or a satisfying (sufficiently
low) value of the fitness function. At the end of the iterative pro-
cess, the solution is the position of the particle with the smallest
value of the fitness function. Since (9) is a minimization problem,
the solution is associated with the particle which best suits the
optimization requirements in the last iteration.

The PSO algorithm is then used to solve the considered local-
ization problem, as formulated in (9). In order to obtain the
experimental results shown in this paper, we consider the fol-
lowing parameters. First, observe that while the PSO algorithm is
typically used to address global optimization problems, here we  use
it to solve the convex minimization problem, defined in (9), which
has only one minimum. Therefore, the “exploration abilities” of the
PSO algorithm, which are typically useful to avoid local minima
in global optimization problems, can be reduced. For this reason,
we ignore the inertial factor, namely we set ω(t) = 0 ∀t (as already
proposed in [17]). Moreover, we also set c1 = 0 in (10) in order to
annihilate also the second addend at the right-hand side of (10).
According to this choice, the only effect of the velocity is to push
the particles toward the global best position. As a consequence, the
convergence to the optimal solution is faster. Moreover, this choice
of ω(t) and c1 allows reducing the computational complexity of the
algorithm. As a matter of fact, from (13), the updating rule for the
position of each particle becomes

x(i)(t + 1) = x(i)(t) + c2R2(t)(y(t) − x(i)(t)) i ∈ {1, . . .,  S} (14)

and it is not necessary to initialize and update the velocities of the
particles. Concerning the remaining parameters, we  c2 is set to 2
and the population size S is set to 25. This choice is motivated by
previous analysis performed in [13], where the considered indoor
environment was  a cubic room with a 10 m long side, so that the
volume of the room was  103 m3. The simulation results in [13] indi-
cate that a good value for the swarm size S is 200. Since the volume
of the room considered in this paper to perform experiments is 75
m3, here we set the swarm size S to 20. The stopping condition cor-
responds to reaching 20 iterations. The validity of this assumption
will be shown at the end of Section 4.

3. Experimental setup and localization scenarios
Throughout the paper we  consider localization scenarios where
four RCMs are used as ANs and another RCM is considered as TN.
The four RCMs are connected via USB to the same host, namely a
Raspberry Pi.
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The RCMs are single-board UWB  radio components which can
e integrated into users’ electronic devices to obtain high preci-
ion range measurements. Each sensor is composed by a single
oard with dimensions 7.6 × 8.0 × 1.6 cm3 and a UWB  antenna. The
CMs can be programmed using C or Matlab libraries provided by
ime Domain. A typical communication architecture involves many
CMs (each of which is associated with an ID) and at least one
ost (connected to at least one RCM via USB connection). The com-
unication between pairs of RCMs can be carried out by directly

nterrogating a given ID corresponding to one of the remaining
CMs or via broadcast: in all cases, the requests are always orig-

nated by hosts. Each RCM can communicate with all the RCMs
n the considered environment and each communication is asso-
iated with a message ID. The key feature of the P410 RCMs is
hat they provide precise and reliable range measurements, at a
igh update rate (up to 150 Hz), through a Two-Way ToF (TW-
oF) ranging technique. The TW-ToF technique is packet-based and
nvolves the following steps. The requesting RCM must be con-
ected to a host and transmits a request packet, i.e., a long (known)
acket of pseudo-randomly encoded pulses. Once another RCM
eceives and detects this packet, it transmits a response packet
o the requester, which computes the precise time delay, with
ccuracy on the order of picoseconds, between the request packet
ransmission instant and the response packet reception instant. The
istance between the two  communicating RCMs is then estimated
y the receiving RCM, by properly processing the obtained time
elay estimate, taking into account the antenna delay offset. The
ommunication between pairs of RCMs does not only provide the
stimated distance between them, but also many other data, such
s: the responder ID, the relative velocity between transmitter and
eceiver, and an estimate of the standard deviation of the range
rror. After the reception of a UWB  packet, the requesting RCM
ommunicates all the data in the received packet to its host.

The main program which runs on the Raspberry Pi is written in C
nd is divided into two parts. In the first part, the distance estimates
etween each AN and the TN are acquired. All the range requests
re originated from the host and all the data acquired by a sensor
uring a range request are communicated to the host. First, the
CMs which correspond to {ANi}M

i=2 are put in the sleep mode and

N1 performs a range request by directly interrogating (through

ts ID) the RCM which acts as TN. As soon as the node replies, the
btained distance estimate r̂1 is saved and the node AN1 is put in
he sleep mode. Then, the nodes {ANi}M

i=2 (namely, the remaining

ig. 1. First experimental configuration: the positions of the ANs (red squares) and
he  various positions of the TN (blue dots) are shown. (For interpretation of the
eferences to color in this figure legend, the reader is referred to the web version of
his  article.)
omputing 43 (2016) 489–497

ANs) are woken up sequentially to directly interrogate the TN. At
each interrogation, the values of the estimated distances {r̂i}M

i=2 are
saved.

Once the range estimates {r̂i}M
i=1 from the M ANs are acquired,

in the second part of the program they are used to feed the PSO
algorithm and, therefore, to localize the TN. The PSO algorithm has
been implemented with the parameters described at the end of
Section 2. In the following, we  will also use a recently statisti-
cal model for the range estimation error [18] in order to correct
the range estimates {r̂i}M

i=1 acquired by the RCMs. As a matter of
fact, the statistical model proposed in [18] is derived on the basis
of an extensive experimental measurement campaign. More pre-
cisely, two  RCMs have been positioned at various distances (with
1 m step) between 1 m and 15 m and, for each of these distances,
1000 range estimates have been obtained. These estimates are then
used to derive a statistical model for the inter-node range estima-
tion error. According to our results, the error which affects range
estimates acquired with the RCMs can be accurately modeled as
a function of the true distance between the two communicating
RCMs. Denoting as r the true distance between a pair of nodes, its
estimate r̂ can be approximated as a function of r according to the
following expression (dimension: [m]) [18]

r̂ � r + 0.016 r − 0.15︸ ︷︷  ︸
�(r)

= 1.016 r − 0.15 (15)

where �(r) is the range estimation error (dimension: [m]). From
(15), it is clear that the range estimation error is a (linearly) increas-
ing function of the true distance r between the two considered
nodes.

According to the model in (15), the range estimates {r̂i}M
i=1

acquired by the RCMs can be corrected as follows:

ři = r̂i + 0.15
1.016

i ∈ {1, . . .,  M}. (16)

In the following, we  will compare the performance of the PSO
algorithm applied to the range estimates {r̂i}M

i=1 acquired by the
RCMs with that of the same algorithm applied to the distances
corrected according to (16). In [18], it is shown that the use of
the model described in Eq. (16) to correct the range estimates
also improves the localization accuracy of a different localization
algorithm, namely the Circumference Intersection (CI) algorithm.
We  show that also the performance of the PSO algorithm can be
improved using (16).

As anticipated at the end of Section 2, the localization scenario
is a square room whose sides are 5 m long and whose height is 3 m.
Different nodes configurations are considered. We  first consider
localization scenarios where four ANs are used to locate a TN. We
consider 3 ANs’ configurations and, for each of them, 4 possible
TN’s positions are considered: overall, this accounts for 12 different
localization scenarios. The 12 TN’s positions are denoted as {TNi}12

i=1.
All these configurations are described in the following.

Configuration 1. First, we put the M = 4 RCMs which act as ANs
on the floor, at the four corners of the room, as shown in Fig. 1. In
this scenario, the ANs coordinates, expressed in meters, are:

AN1 : s1 = [0,  0, 0]T AN2 : s2 = [5,  0, 0]T

AN3 : s3 = [0,  5, 0]T AN4 : s4 = [5,  5, 0]T .
(17)

Observe that with this choice of the ANs’ positions, the ANs lay on

the same plane. This is a typical situation in which the localization
problem is ill-conditioned and classic geometric localization meth-
ods may  fail, as shown in [13]. With this ANs’ configuration, we
consider four different TN’s positions, shown in Fig. 1 as blue dots
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Fig. 2. Second experimental configuration: the positions of the ANs (red squares)
and the various positions of the TN (blue dots) are shown. (For interpretation of the
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Fig. 3. Third experimental configuration: the positions of the ANs (red squares) and

This configuration is shown in Fig. 4 where the ANs are denoted as
red squares and TNs are denoted as blue dots.

In Section 4, the performance of the PSO algorithm is ana-
lyzed in terms of (i) average localization error (i.e., average distance
eferences to color in this figure legend, the reader is referred to the web  version of
his  article.)

nd denoted as {TNi}4
i=1. The coordinates of the four TN positions,

xpressed in meters, are:

TN1 : u = [2,  2, 0]T TN2 : u = [2,  2, 1]T

TN3 : u = [2,  2, 2]T TN4 : u = [2,  2, 3]T .
(18)

he coordinates of these four positions of the TN share the same
alues of abscissa and ordinate (which are both set to 2 m)  but they
ave different heights, from 0 m (the TN lies on the floor) to 3 m
the TN lies on the ceiling). Observe that the positions of the TN
re near the center of the room (with respect to the xy plane) at
ifferent heights.

Configuration 2. While keeping the same ANs’ positions defined
n (17) (i.e., in Configuration 1), we consider different positions for
he TN. In particular, we put the RCM which acts a TN on a wall
f the room at different heights. More precisely, we consider the
ollowing positions for the TN as shown in Fig. 2 (blue dots):

TN5 : u = [2,  0, 0]T TN6 : u = [2,  0, 1]T

TN7 : u = [2,  0, 2]T TN8 : u = [2,  0, 3]T .
(19)

Configuration 3. In this case, the M = 4 ANs do not lie on the same
lane (namely, the floor) as in the previous two configurations. The
urrent configuration is shown in Fig. 3, where the ANs are indicated
s red squares. The ANs coordinates are:

AN1 : s1 = [0,  0, 0]T AN2 : s2 = [5,  0, 5]T

AN3 : s3 = [0,  5, 0]T AN4 : s4 = [5,  5, 5]T .
(20)

he positions of the TN are the same as in Fig. 1. In Fig. 3, they are
enoted as {TNi}12

i=9 and their coordinates are:

TN9 : u = [2,  2, 0]T TN10 : u = [2,  2, 1]T

TN11 : u = [2,  2, 2]T TN12 : u = [2,  2, 3]T .
(21)

Configuration 4. Finally, we consider a scenario with M = 8 ANs.
n this case, we perform localization using either (i) all the (eight)

vailable ANs or (ii) only four of them. The localization accura-
ies of the two approaches will be directly compared, in order to
nderstand the impact of the number of ANs. Unlike the previous
the  various positions of the TN (blue dots) are shown. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)

configurations, the ANs’ positions are less regular. More precisely,
the ANs’ coordinates, expressed in meters, are:

AN1 : s1 = [1,  1, 1]T AN2 : s2 = [4,  0, 2]T

AN3 : s3 = [3.5, 4, 1.5]T AN4 : s4 = [0.5, 4.5, 2]T

AN5 : s5 = [1,  2, 0]T AN6 : s6 = [4.5, 3, 2.5]T

AN7 : s7 = [1,  4, 0.5]T AN8 : s8 = [3,  2, 3]T .

(22)

With this ANs configuration, three TN positions are considered and
they are denoted as {TNi}15

i=13. Their coordinates are:

TN13 : u = [3,  3, 1]T TN14 : u = [1,  4, 2]T TN15 : u=[5,  1, 0.5]T .

(23)
Fig. 4. Fourth experimental configuration: the positions of the ANs (red squares)
and the various positions of the TN (blue dots) are shown. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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Fig. 6. The 100 position estimates û
(j) (green pluses) and ǔ(j) (magenta crosses) are
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etween the true and estimated TN positions) and (ii) time needed
o perform PSO-based localization.

. Experimental results

For each of the configurations described at the end of the pre-
ious section we perform N = 100 (independent) range estimates
rom the RCMs which represent the ANs and, hence, we derive 100
osition estimates for each TN position. Given a TN position, let us
enote as r̂(j)

i
the estimate of the distance r̂i from the i-th AN in the

-th iteration, with j ∈ {1, . . .,  N} and i ∈ {1, . . .,  M}. Moreover, we
enote as û

(j) the TN position estimate in the j-th iteration, obtained

sing the four distance estimates {r̂(j)
i

}M

i=1
from the four ANs.

Using the same notation introduced in Section 3, we  denote as

ř(j)
i

}N

j=1
the distances obtained by correcting {r̂(j)

i
}N

j=1
, ∀i ∈ {1, . . .,

}, using the model introduced in (16), namely:

(j)
i

= r̂(j)
i

+ 0.15

1.016
i ∈ {1, . . .,  M}, j ∈ {1, . . .,  N}. (24)

he TN position estimates obtained by feeding the PSO localization

lgorithm with the corrected distances are denoted as {ǔ(j)}N

j=1.
In order to evaluate the performance of the proposed PSO-based

ocalization algorithm, we  consider the N = 100 position estimates
btained without and with the corrections on the range estimates,

amely {û(j)}N

j=1 and {ǔ(j)}N

j=1, respectively.

Fig. 5 shows the position estimates {û(j)}N

j=1 (green pluses) rel-
tive to the localization of the TN denoted as TN3 in Fig. 1. The

osition estimates {ǔ(j)}N

j=1 (magenta crosses) relative to the same
ode configuration are also shown. Such position estimates are
btained with the ANs laying on the floor, as shown in Fig. 1. It is

lear from Fig. 5 that the position estimates {ǔ(j)}N

j=1 obtained using
he corrective model for the range estimates (24) are closer to the
rue TN position that those obtained without the statistical correc-
ion. In particular, recalling that the ANs are placed on the floor
namely, they have the z-coordinate equal to 0), from Fig. 5 it can

e noticed that the distance estimates obtained from the RCMs are

nderestimated, since all the position estimates {û(j)}N

j=1 are placed
t a lower height with respect to that of the TN. The effect of the

ig. 5. The 100 position estimates û
(j) (green pluses) and ǔ(j) (magenta crosses) are

hown, together with the true TN position (blue dot) TN3. (For interpretation of the
eferences to color in this figure legend, the reader is referred to the web version of
his  article.)
shown, together with the true TN position (blue dot) TN11. (For interpretation of the
references to color in this figure legend, the reader is referred to the web  version of
this article.)

distance corrections (24) improves the localization accuracy, since

the position estimates {ǔ(j)}N

j=1 are closer to the true TN position.

Fig. 6, instead, shows the position estimates {û(j)}N

j=1 (green

pluses) and {ǔ(j)}N

j=1 (magenta crosses) relative to the localization
of the TN denoted as TN11 in Fig. 3. Observe that, in this scenario,
the TN position is actually the same as that considered in Fig. 5.
The difference with respect to the results in Fig. 5 is given by a
different ANs configuration: more precisely, in Fig. 6 the ANs are
placed at different heights and do not lay on the same plane. As

observed for Fig. 5, also in Fig. 6 the position estimates {ǔ(j)}N

j=1
obtained using the statistical correction for the range estimates

(24) are closer to the true TN position that {û(j)}N

j=1, showing the
validity of the proposed model. Comparing the position estimates
in Fig. 5 with those in Fig. 6, it can be observed that, considering the
same TN position, the ANs configuration of Fig. 3 allows obtaining
better performance with respect to that of Fig. 1. The PSO-based
localization algorithm, however, guarantees a sufficiently accurate
localization also in the least favorable case where the ANs lay on
the same plane, while more classic localization methods would fail.
As a matter of fact, classic localization algorithms typically rely on
the solution of linear or non-linear systems of equations, which
can become ill-conditioned in correspondence to specific nodes’
topologies. In particular, if the ANs lay on the same line or plane, the
position estimate in a three-dimensional environment cannot be
evaluated using “geometrical” algorithms, such as the TSML algo-
rithm [8] or the Plane Intersection (PI) algorithm [6], which are
classic localization methods. At the opposite, the approach based
on the PSO algorithm allows accurate position estimation, regard-
less of the configuration of nodes (both ANs and TN). A direct
simulation-based performance comparison between a PSO-based
localization approach and classic geometric localization algorithms
can be found in [13,19].

We now consider a scenario where the TN is placed at a smaller

height. In particular, Fig. 7 shows the position estimates {û(j)}N

j=1

(green pluses) and {ǔ(j)}N

j=1 (magenta crosses) relative to the local-

ization of the TN denoted as TN2 in Fig. 1. Such position estimates
are obtained in the scenario shown in Fig. 1, namely with the ANs

laying on the floor. The TN position estimates {ǔ(j)}N

j=1 in Fig. 7
are once again closer to the true TN position than those obtained
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Table  1
The values of d̂avg and ďavg relative to the 12 TN positions associated with Configurations 1, 2, and 3 are shown.

d̂avg [cm] ďavg [cm] d̂avg [cm] ďavg [cm] d̂avg [cm] ďavg [cm]

TN1 8.2 4.7 TN5 53.5 39.9 TN9 20.5 14.7
TN2 53.5 4.8 TN6 37.6 

TN3 21.7 4.4 TN7 40.6 

TN4 40.6 35.4 TN8 56.4 

Fig. 7. The 100 position estimates û
(j) (green pluses) and ǔ(j) (magenta crosses) are
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hown, together with the true TN position (blue dot) TN2. (For interpretation of the
eferences to color in this figure legend, the reader is referred to the web  version of
his  article.)

ithout the range estimate model. As a matter of fact, the height of

he position estimates {û(j)}N

j=1 is far smaller (by nearly half a meter)
han the true TN height. Observe that the improvement due to the
se of the model (24) is more evident in this case than in Fig. 5.

Finally, we consider the position estimates relative to the local-
zation of the TN in the same position of Fig. 7, but with a different
Ns’ configuration. More precisely, Fig. 8 shows the position esti-

ates relative to the TN placed in the position denoted as TN10 in

ig. 3, where the ANs do not lay on the same plane. The results in

ig. 8 show that, also in this case, the position estimates {ǔ(j)}N

j=1

ig. 8. The 100 position estimates û
(j) (green pluses) and ǔ(j) (magenta crosses) are

hown, together with the true TN position (blue dot) TN10. (For interpretation of the
eferences to color in this figure legend, the reader is referred to the web version of
his  article.)
28.8 TN10 10.8 4.2
32.2 TN11 7.9 2.8
46.3 TN12 29.3 22.7

(magenta crosses) obtained using the range estimates {ř(j)
i

}N

j=1
are

closer to the true TN position than {û(j)}N

j=1 (green plus).
In order to concisely describe the accuracy of the proposed

localization strategy, it is expedient to evaluate the average dis-
tance between the true TN position u and its estimates averaged
over the N position estimates. We  consider the position estimates
û

(j) obtained using the range estimates acquired by the nodes and
also the position estimates û

(j) obtained by applying the PSO-based

localization algorithm to the distance estimates {ř(j)
i

}N

j=1
corrected

according to (24). Let us define as

d̂(j) � ||u − û
(j)|| (25)

the distance between the true TN position u and its estimates

{û(j)}N

j=1 in the j-th iteration. Similarly, we  define as

ď(j) � ||u − ǔ(j)|| (26)

the distance between the true TN position u and its estimates

{ǔ(j)}N

j=1 in the j-th iteration. The average distances d̂avg and ďavg

are then defined as

d̂avg = 1
N

N∑
i=1

d̂(j) ďavg = 1
N

N∑
i=1

ď(j). (27)

The values of d̂avg and ďavg relative to the 12 TN positions and
based to our experimental results are shown in Table 1. For every
TN position the values of ďavg are lower than those of d̂avg, meaning

that the TN position estimates {û(j)}N

j=1 obtained without the range

model (24) are, on average, less accurate than {ǔ(j)}N

j=1 which are

obtained using the range model. The difference between d̂avg and
ďavg is particularly evident when considering the TN position TN2.
In this case, ďavg is lower than 10% of d̂avg. Table 1 also shows that
the localization error is larger when the TN is near a wall (namely,
when considering {TNi}8

i=5) rather than when the TN is near the
center of the room.

As previously observed, the ANs’ topologies in Configuration 1
and Configuration 2 do not allow locating the TN when using clas-
sic geometric localization approaches, such as the TSML algorithm,
since the ANs lay on the same plane and the underlying mathemat-
ical problem becomes ill-conditioned. In Configuration 3, instead,
the matrix involved in the TSML algorithm is not ill-conditioned
and, therefore, the TSML algorithm does not fail. In order to com-
pare the performance of the PSO-based localization algorithm with
that of the TSML localization algorithm, we  apply the latter to locate
{TNi}12

i=9 with the ANs’ topology shown in Fig. 3. The values of d̂avg

and ďavg obtained in this case are shown in Table 2. Comparing
the values of ďavg relative to the TSML algorithm in Table 2 with
those relative to the PSO algorithm in Table 1, it can be observed
that the TSML algorithm is more accurate than the PSO-based algo-
rithm when locating TN9, while it is less accurate when locating

TN10. In the last two rows of Table 2, namely when considering
TN11 and TN12, the performance of the two  algorithms is similar.
The obtained results show that, when the nodes’ topology makes
the TSML algorithm applicable, its performance is similar to that of
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Table 2
The values of d̂avg and ďavg relative to the 4 TN positions shown in Fig. 3 obtained
with the TSML localization algorithm.

d̂avg [cm] ďavg [cm]

TN9 4.3 4.2

t
i

e
p
d
M
t
8

s
P
p
f
l
u
a
a
e

s
P
w
a
m
u

s

c
p
a
n

F
a
u
c
i
t

Table 3
The values of d̂avg and ďavg relative to the 3 TN positions shown in Fig. 4 (namely:
TN13, TN14, and TN15) obtained with 8 ANs or 4 ANs, respectively, are shown.

d̂avg [cm] d̂avg [cm] ďavg [cm] ďavg [cm]
(8  ANs) (4 ANs) (8 ANs) (4 ANs)
TN10 33.5 33.1
TN11 4.5 3.7
TN12 21.6 20.1

he PSO-based approach. However, the latter approach is applicable
n every scenario and does not suffer of ill-conditioning.

Finally, we consider the nodes configuration in Fig. 4 where
ight ANs are available to perform localization. Fig. 9 shows the
osition estimates obtained by applying the PSO-based approach
escribed in Section 2 to localize the TN denoted as TN14 in Fig. 4.
ore precisely, the 100 position estimates obtained by applying

he PSO-based localization algorithm described in Section 2 with
 ANs are shown with dark green triangles. Green pluses, instead,

how the 100 position estimates {û(j)}N

j=1 obtained by applying the
SO-based localization algorithm with the 4 ANs nearest to the TN
osition, namely: AN3, AN4, AN5, and AN7 in Fig. 4. We  remark that
our is the minimum number of ANs which are necessary to perform
ocalization. The results in Fig. 9 show that performing localization
sing only the four ANs nearest to the TN (instead of all the avail-
ble ones) allows a more accurate TN localization. Similar results
re obtained when applying the statistical correction for the range
stimates given by (24). In particular, Fig. 9 also shows the corre-

ponding 100 position estimates {ǔ(j)}N

j=1 obtained by applying the
SO-based localization algorithm with 8 ANs (violet diamonds) and
ith 4 ANs (magenta crosses). From Fig. 9, it can be concluded that

lso when using the statistical correction (24) the TN’s position esti-
ates are more accurate if only the four ANs nearest to the TN are

sed to perform localization.
In Table 3, the values of d̂avg and ďavg (defined in (27)) are

hown for the TN positions {TNi}15
i=13 shown in Fig. 4. More pre-
isely, Table 3 shows the values of d̂avg and ďavg obtained when
erforming localization using the range measurements from 8 ANs
nd when using only the range estimates from the 4 ANs which are
earest to the TN. In all cases, as predicted by the results in Fig. 9,

ig. 9. The 100 position estimates û
(j) obtained when using 8 ANs (dark green tri-

ngles) and when using 4 ANs (green pluses) are shown. The 100 position estimates
ˇ (j) obtained when using 8 ANs (violet diamonds) and when using 4 ANs (magenta
rosses) are also shown, together with the true TN position (blue dot) TN14. (For
nterpretation of the references to color in this figure legend, the reader is referred
o  the web version of this article.)
TN13 16.5 16.8 3.5 2.8
TN14 21.6 15.3 14.1 10.8
TN15 24.9 15.6 21.7 14.3

the PSO-based localization accuracy is highest by relying only on
the range measurements from the 4 ANs which are nearest to the
TN. These results are reasonable since, according to (15), the range
estimation error between two  nodes is an increasing function of
the distance between the nodes. Therefore, the position estimates
obtained relying only on the 4 ANs nearest to the TN are, on aver-
age, more accurate than those obtained when using all the available
ANs. As a matter of fact, according to (15), less accurate range esti-
mates from far ANs have a negative impact on the final TN’s position
estimate.

We now show, through some illustrative examples, the validity
of the assumption, introduced at the end of Section 2, according to
which 20 iterations of the PSO algorithm are sufficient to perform
localization. In Fig. 10 the distance between the true TN position and
the particle of the swarm with the best position (in the first of the
N = 100 execution of the localization process) is shown as a function
of the number of iterations n ∈ {0, . . .,  20}, considering TN1 (Fig. 10
(a.)) and TN9 (Fig. 10 (b.)) as positions for the TN. In, Fig. 10, the
solid green line is associated with the distance between the true
TN position (TN1 in Fig. 1) and the particle of the swarm with the

best position when using {r̂(1)
i

}4

i=1
. In the same figure, the dashed

magenta line is instead associated with the distance between the
true TN position and the particle of the swarm with the best position

when using the corrected distances {ř(1)
i

}4

i=1
. The results in Fig. 10

(b.) relative to the case with the TN’ position TN9 shown in Fig. 3
is analogous to Fig. 10 (a.), but is relative to the TN position TN9 in
Fig. 3 (where the ANs are placed at different heights) are shown.
In each of the two  cases, the localization error converges to its

minimum before reaching 20 iterations.

Fig. 11 shows the distance between the true TN position and
the particle of the swarm with the best position as a function of
the number of iterations, considering the TN in the positions (a.)

Fig. 10. The distance between the true TN position and the particle of the swarm

with the best position when using {r̂(1)
i

}4

i=1
(solid green line) and when using {ř(1)

i
}4

i=1
(dashed magenta line) is shown when considering the TN positions: (a.) TN1 and (b.)
TN9. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)
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Fig. 11. The distance between the true TN position and the particle of the swarm

with the best position when using {r̂(1)
i

}4

i=1
(solid green line) and when using {ř(1)

i
}4

i=1
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dashed magenta line) is shown when considering the TN positions: (a.) TN3 and (b.)
N11. (For interpretation of the references to color in this figure legend, the reader
s  referred to the web version of this article.)

N3 (illustrated in Fig. 1) and (b.) TN11 (illustrated in Fig. 3). The
olid green lines are relative to the results obtained using the dis-

ance estimates {r̂(1)
i

}4

i=1
, while the dashed magenta lines refer to

he results obtained with {ř(1)
i

}4

i=1
.

Finally, let us make a few considerations on the execution time.
he acquisition of the distance estimate from each of the four RCMs
cting as ANs requires 8 ms  on the Raspberry Pi. The execution
f the 20 PSO iterations with a swarm size equal to 25 requires
.1 ms.  Therefore, a single localization estimate can be performed

n 32.1 ms  so that at least 30 TN position estimates per second can
e performed. The potentially high update rate makes the proposed
SO-based localization algorithm attractive for dynamic localiza-
ion and, ultimately, leads naturally to its application to tracking.

. Conclusions

In this paper, a PSO-based localization algorithm is derived and
pplied in a realistic three-dimensional context. More precisely, we
ave considered an experimental testbed composed by a set of five
ulsOn 410 RCMs produced by Time Domain. Such nodes rely on the
WB  technology to estimate inter-node distances. Given the range
stimates between four or eight ANs and the TN, the position of the
atter in a 3D environment is estimated according to the proposed
SO-based localization algorithm. Our experimental results show
hat the performance of the proposed algorithm is good regard-
ess of the ANs topology. In particular, localization is carried out

uccessfully also in scenarios where classic geometric approaches
e.g., TSML) fail.

Moreover, a recently proposed statistical correction of the range
stimation error allows to further improve the performance of the

[

omputing 43 (2016) 489–497 497

proposed localization strategy. Finally, the execution time of the
proposed PSO-based approach can be kept small, which makes it
suitable also for dynamic localization.
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