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Abstract—This paper investigates whether and when route reservation-based (RB) communication can yield better delay

performance than non-reservation-based (NRB) communication in ad hoc wireless networks. In addition to posing this fundamental

question, the requirements (in terms of route discovery, medium access control (MAC) protocol, and pipelining, etc.) for making RB

switching superior to NRB switching are also identified. A novel analytical framework is developed and the network performance under

both RB and NRB schemes is quantified. It is shown that if the aforementioned requirements are met, then RB schemes can indeed

yield better delay performance than NRB schemes. This advantage, however, comes at the expense of lower throughput and goodput

compared to NRB schemes.

Index Terms—Ad hoc wireless networks, resource reservation, performance analysis, bit error rate, goodput, throughput, delay.
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1 INTRODUCTION

THE two principal switching techniques used in wired
networks are circuit switching and packet switching [1].

One of the main differences between them is the way
resources are shared. Circuit switching provides exclusive
access to the resources by means of reservation. In packet
switching, on the other hand, resources are shared on-
demand, without prior reservation. While it is obvious that
packet switching is suitable for a wired data network such
as the Internet, it is not clear whether this is true in the case
of ad hoc wireless networks. To the best of our knowledge,
a direct study and comparison between these two switching
schemes for wireless ad hoc and sensor networks has not
been reported in the literature so far. In this paper, we
investigate the performance of two switching paradigms:
reservation-based (RB) and non-reservation-based (NRB)
switching. The concepts of reservation and non-reservation
are analogous to those of circuit switching and packet
switching in wired networks, respectively. However, there
are some important differences, which can be summarized
as follows:

. In an NRB scheme, an intermediate node can
simultaneously serve as relay for more than one
source. Hence, the resources (in terms of relaying
nodes) are shared in an on-demand fashion. This is
typical for most of the routing protocols for wireless
ad hoc networks proposed in the literature [2].

. In an RB scheme, a source first reserves a multihop
route to its destination, i.e., it reserves intermediate
nodes before the actual transmission begins. The
reserved intermediate nodes are required to relay
only the message generated by the specific source.
This gives the source an exclusive access to the path to
the destination. This particular route reservation
approach for ad hoc wireless networks was first
introduced in [3].

In addition to posing the interesting question of whether
and when RB switching makes sense in wireless ad hoc
networks, in this paper, we develop novel analytical models
(queuing models) for analyzing the network performance
(in terms of throughput, delay, goodput, and maximum
tolerable speed) under the RB and NRB switching schemes.
Although some simplifying assumptions are made to keep
the analysis tractable, the results presented in this paper
still provide significant insights and may stimulate further
research in this area.

One of the important contributions of this work is to
identify under which conditions (in terms of route dis-
covery, MAC protocol, pipelining, etc.) the delay perfor-
mance of the RB scheme can be superior to the NRB scheme.
While the conventional wisdom in current wireless ad hoc
networking research favors NRB switching, in this paper,
we show, for the first time, when and under which
conditions RB switching might be preferable. Our results
show that, even under these somewhat strict and futuristic
conditions, while RB switching provides a better delay
performance, NRB switching can generally achieve higher
network goodput and throughput. It is important to
understand that if these conditions are not satisfied, then
NRB switching will probably be preferable.

The rest of this paper is organized as follows: In Section 2,
we briefly discuss the related work in this area. In Section 3,
we describe ad hoc wireless network communication
models and assumptions used in this paper. We describe
the basic principles of operation of RB and NRB switching
schemes in Section 4. Performance of the two switching
schemes is analyzed in detail in Section 5. Results and their
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implications are presented in Section 6. Finally, concluding
remarks are given in Section 7.

2 RELATED WORK

A number of routing protocols for ad hoc wireless networks
have been proposed over the past few years. Most of these
protocols can be categorized as variants of the NRB routing
protocol, where packets are relayed on a route with best
effort. Examples include [4], [5], [6], and more references
can be found in [2]. A number of studies related to the
evaluation of NRB switching schemes have also been
reported. In [7], [8], [9], performance of a few routing
protocols for ad hoc wireless networks, in terms of
throughput, end-to-end delay, and amount of overhead,
are investigated using computer simulations. In [10], an
analytical model for evaluating the performance, in terms of
capacity and throughput, of static ad hoc wireless networks
without a delay constraint is proposed. The achievable
network throughput for a given delay constraint is then
studied in [11] and [12]; however, queuing delay at each
node is not taken into consideration. In [13], the authors
consider NRB switching in ad hoc wireless networks and
derive delay bounds for a 2-hop relay case and a multihop
relay case with packet flooding.

Many reservation-based routing protocols are also
proposed in the literature. These routing protocols are
designed to guarantee quality of service (QoS) such as
bandwidth and delay. In [14], a ticket-based probing
algorithm is used for searching routes which satisfy
bandwidth and delay constraints. In [15], a time division
multiple access (TDMA)-based QoS routing algorithm is
considered. An IP-based QoS framework for mobile ad
hoc networks is presented in [16]. Variants of the
ReSerVation Protocol (RSVP) [17], a well-known resource
reservation protocol used in the Internet, for mobile
wireless networks are proposed in [18], [19]. However,
to the best of our knowledge, none of these resource
reservation protocols has considered the reservation of
intermediate nodes on a multihop route as presented in
this paper. In addition, while a few analytical models exist
for NRB switched ad hoc wireless networks, similar
models have not been reported for RB schemes. In this
paper, we propose novel and tractable analytical models
for RB and NRB schemes. The performance analysis of RB
schemes is first considered in [20] where the effects of
interference and retransmission are not taken into account.
In this paper, we provide a more rigorous interference
analysis and also include a retransmission model.

3 NETWORK MODELS AND ASSUMPTIONS

3.1 Network Topology

Throughout the paper, we consider a scenario where
N nodes are distributed over a surface with finite area A.
The node spatial density is defined as the number of nodes
per unit area and denoted as �s ¼4 N=A (dimension: ½m�2�).
To avoid edge effects, we assume the network surface to be
the surface of a torus [21]—however, the analytical
technique presented in this paper can be applied to other
types of surfaces as well. The torus assumption allows us to

treat any node in the network the same, whether it is at the
edge or at the center of the network. In a real scenario, the
performance predicted by our analysis may not be
extremely precise for nodes on the edge of the network
surface. In this case, a more precise performance evaluation
may be obtained via simulations.

In this paper, for getting fundamental insights into this

important problem, we consider networks with a square

grid topology, where each node has four nearest neighbors.1

An example of such network topology is shown in Fig. 1.

Due to the structure of the square grid topology, the

distance to the nearest neighbor, denoted by rlink, is fixed,

and a route corresponds to a sequence of hops with equal

length. The distance rlink can be computed as follows: Note

that constructing a square lattice of N nodes over a surface

of a torus with area A is equivalent to fitting N small square

tiles of area r2
link into a large square of area A. Hence, it

follows that Nr2
link ¼ A. Finally, the distance between two

nearest neighbors can be written as [3]

rlink ¼
ffiffiffiffiffi
A

N

r
¼ 1ffiffiffiffi

�s
p : ð1Þ

3.2 Typical Routes

In a peer-to-peer ad hoc wireless network, where source/
destination pairs are randomly selected, the number of hops
in each route is likely to be different. In this paper, we
consider a route with an average number of hops as
representative for average network performance evaluation.
In other words, we implicitly assume that routes with an
average number of hops are typical. We now estimate the
average number of hops in a multihop route in a networking
scenario with grid topology.

Due to the spatial invariance on a torus, we can assume
without any loss of generality that a source node is at the
center of the network (see Fig. 1). If a destination node is
selected at random, the minimum number of hops to reach
the destination can range from 1 to 2imax, where imax is the
maximum tier order. In other words, it takes 1 hop to reach
a destination which is a neighbor of a source node in Tier 1,
and it takes 2imax hops to reach the farthest node from the
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1. The analysis can also be extended for the case of a network with
random topology by following the approach outlined in [21].

Fig. 1. Tier structure of a grid network.



center in Tier imax. The average number of hops can be

obtained by counting the number of hops on a route from

the source to each destination node and finding the average

value. Assuming that each destination is equally likely, the

average number of hops on a route can be written as

nh ¼
1

N � 1
4
Ximax

i¼1

iþ 4
Ximax

i¼1

2iþ 8
Ximax

i¼1

Xi�1

j¼1

ðiþ jÞ
" #

: ð2Þ

The first summation term in (2) corresponds to the number

of hops to reach any of the four nodes in alignment with the

source at the center of the network in all possible tiers; the

second summation corresponds to the number of hops to

reach nodes on the four corners of each tier; finally, the

third term (double summation) corresponds to the number

of hops to reach the other nodes in each tier. With

straightforward algebra, (2) can be simplified to

nh ¼
2

N � 1
2i3max þ 3i2max þ imax

� �
: ð3Þ

Since there are 8i nodes in tier i, it can be shown that if the

number of nodes is sufficiently large, imax ’
ffiffiffiffiffi
N
p

=2. There-

fore, for sufficiently large N , the average number of hops

given by (3) can be approximated as

nh ’
ffiffiffiffiffi
N
p

2
: ð4Þ

3.3 Bit Error Rate at the End of a Multihop Route

In this section, we derive an expression for bit error rate

(BER) at the end of a multihop route, which is essential for

the performance analysis presented in the next section. As

indicated in the previous section, we assume that a

communication route is given by a sequence of links

between nearest neighbors, i.e., with equal length. The

BER at the end of a link between two neighboring nodes,

denoted by BERlink, depends on the signal-to-noise ratio

(SNR) at the receiving node. Generally, the SNR is a

function of the transmit power, the distance between

transmitter and receiver, pathloss, thermal noise power,

and interference power. Assuming that the interfering

signals are independent of each other, the SNR at the

receiving node of a link can be written as [3], [22]

SNRlink ¼
GtGrc

2=ð4�fcÞ2
h i

Pt

r�link
Rb

B ðPtherm þ PintÞ
¼ �Pt

r�link
Rb

B ðPtherm þ PintÞ
;

ð5Þ

where Gt and Gr are transmitter and receiver antenna gains,

� is the pathloss exponent, fc is the carrier frequency,Pt is the

transmit power, Ptherm is the additive white Gaussian

thermal noise power, Pint is the interference power, Rb is

the data rate (dimension: [b/s]), and B is the bandwidth

(dimension: [Hz]). The ratio Rb=B corresponds to the

spectral efficiency of the used modulation format [22]. The

thermal noise power Ptherm at the receiver can generally

be written as FkT0B, where F is the noise figure, k ¼
1:38� 10�23 J=K is the Boltzman’s constant, and T0 ¼ 300 K

is the room temperature [23].

The theoretical worst-case interference power in a net-
work with grid topology, corresponding to a scenario where
all nodes transmit simultaneously, can be expressed as [24]

Pint ¼
�Pt

r�link

Ximax

i¼1

4

i�
þ 4

ð
ffiffiffi
2
p

iÞ�
þ
Xi�1

j¼1

8

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
i2 þ j2

p
Þ�
� 1

" #
; ð6Þ

where i is the tier order. For simplicity, in this paper, we
consider binary phase shift keying (BPSK) signaling—
however, the proposed approach can be straightforwardly
extended to any modulation format [22]. This worst-case
interference corresponds to having no MAC protocol at all.
More discussion on MAC protocols is given in Section 6.6.
Since the total interfering noise is the sum of many random
signal components, by the Central Limit Theorem (CLT),
the total interfering noise is approximately Gaussian [25]. In
this case, the link BER can be written as

BERlink ¼ Q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2 SNRlink

p� �
; ð7Þ

where QðxÞ ¼4 1ffiffiffiffi
2�
p
R1
x e�u

2=2du.
Assuming that uncorrected errors accumulate in succes-

sive links (a conservative assumption which is accurate at
large link SNR values), the BER at the end of an nh-hop
route can be written as2

BERroute ’ 1� 1� BERlinkð Þnh : ð8Þ

Given that a message is divided into packets of fixed
length lp (dimension: [b/pck]), in the case of independent
bit transmission (as is the case for uncoded BPSK signaling),
the packet error rate (PER), denoted as PERlink, is related to
the link BER as follows:

PERlink ¼ 1� ð1� BERlinkÞlp : ð9Þ

3.4 Retransmission Model

For network communications to be reliable, retransmission
of packets in error is needed. In this paper, we consider a
simple retransmission scheme where a packet in error will
be retransmitted up to a maximum number of times, kmax. If
a packet is still received erroneously after kmax retransmis-
sions, then we assume that the receiver will have to take
that packet in its current status.

The maximum number of retransmissions kmax is clearly
an important parameter. In particular, in this paper, it
reflects the QoS in terms of link PER. If the maximum
number of retransmissions is too small, then the PER may
not satisfy the desired QoS. The desired QoS will depend on
the type of applications. For example, for the transmission
of very sensitive data, one may impose a QoS such that
every packet must be “error-free.” However, for some
applications, such as image transmission, every packet may
not need to be perfect—some errors in a packet might alter
the colors of the image, but the image may still be
recognizable. We now derive an expression for kmax.

Let PERmax
link be the maximum tolerable PER required by

an application. The objective is to guarantee that after kmax

retransmissions, the link PER is lower than PERmax
link .
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2. Readers are referred to [3], [22] for additional details regarding the
physical layer analysis.



Assuming that different packet retransmissions are inde-
pendent of each other, the value kmax is the minimum
possible value such that a packet is transmitted successfully
with fewer than kmax retransmissions. In other words, kmax

is the smallest integer for which the following inequality is
satisfied:

Xkmax

j¼0

ðPERlinkÞjð1� PERlinkÞ � 1� PERmax
link : ð10Þ

Solving (10) for the lowest possible integer value of kmax,
one obtains:

kmax ¼
lnðPERmax

link Þ
lnðPERlinkÞ

� 1

� �
; ð11Þ

where d�e is the ceiling operation. Without considering this
operation, i.e., simply considering

kmax ¼
lnðPERmax

link Þ
lnðPERlinkÞ

� 1;

it follows that kmax may not necessarily be an integer.
However, a noninteger value of kmax can be interpreted as
follows: If, for example, kmax is equal to 0.01, it means that 1
retransmission in every 100 packet transmissions is
required to satisfy the imposed QoS. In addition, (11) only
makes sense if PERmax

link is lower than PERlink—that is, if
PERmax

link is higher than PERlink, no retransmission is
required because the QoS is already satisfied.

3.5 Mobility

Although the main body of our analysis refers to ad hoc
wireless networks with fixed nodes (e.g., sensor networks
[26] and wireless mesh networks [27]), it is also important to
study how our results could be extended to a scenario with
mobile nodes. In particular, we will derive bounds on the
maximum node speed which can be tolerated by the
considered ad hoc wireless networks for a given packet
size, in order for the results derived for a scenario with
stationary nodes to still apply.

Intuitively, the transmission of a message along a
multihop route can be successfully accomplished without
route maintenance [28], [29] if every node in the route does
not move “too far” from its neighbors during message
transmission. In other words, a route does not break as long
as each node does not move out of its neighbors’ range. In
this section, we quantify the maximum node speed at which
a message transmission on a route is not disrupted. We use
a simple and conservative mobility scheme. In particular,
we assume that a route breaks if a node moves, regardless
of the direction, by more than a distance dmax, which
corresponds to a fraction � < 1 of the hop length rlink, i.e.,
dmax ¼ �rlink. Assuming that each node moves at the
maximum speed vmax, the minimum time it takes for a link
to break is

tbreak ¼
dmax

vmax
¼ � rlink

vmax
¼ �

vmax
ffiffiffiffi
�s
p : ð12Þ

A transmission is not disrupted as long as the transmission
time of a message is not larger than tbreak. Hence, given a
desired value for the time tbreak to deliver an entire message

from source to destination, from (12), the maximum
tolerable speed vmax for each transmission scheme can then
be determined as

vmax ¼
�

tbreak
ffiffiffiffi
�s
p : ð13Þ

In Section 5, we will evaluate the time it takes for a message
to propagate from source to destination in a multihop route,
for both RB and NRB schemes. Considering this value as
tbreak, we will then derive bounds on the maximum tolerable
speed (or, for a given maximum speed, the message size
that can be transmitted before a route breaks).

4 THE TWO SWITCHING SCHEMES

4.1 Reservation-Based (RB) Switching

The principle of operation of an RB scheme is fairly simple.
Prior to data transmission, a source node reserves a
multihop route to the destination through a route discovery
phase [28]. We assume that route discovery messages are
sent on a separate control channel. Once an intermediate
node agrees to relay traffic for a particular source in the
network, it cannot initiate a session or relay messages for
any other source until the on-going session is over. The
source node releases the route after the session ends. We
emphasize that this reservation pertains to node processing
but not to the shared common radio channel. In other words,
the intermediate nodes dedicate their processing time only
to the source which reserved the route; however, reserva-
tion of a multihop route does not give any node an
exclusive access to the shared radio channel (in terms of
frequency bands, time slots, or spreading codes). Fig. 2a
illustrates an example of reserved routes in a network
where an RB scheme is used.

In order to evaluate the performance of an RB switching
scheme, we make the following assumptions:
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Fig. 2. Reservation-based ad hoc wireless network model. (a) General
scheme: Each node has its own queue, and there are disjoint multihop
routes in the network. (b) Equivalent conceptual model for the multihop
route between S3 and D3—observe that the queues of the relay
nodes R03 and R003 and the destination node D3 are suppressed: In other
words, the relay nodes and the destination nodes do not involve new
queues.



. Each node in the network generates messages
according to a Poisson process with average arrival

rate �m (dimension: [msg/s]). While a node is acting

as a relay, it still generates its own messages, which

are buffered for future transmission.

. The message length Lm is exponentially distributed3

with average value Lm (dimension: [b/msg]). Con-

sidering a fixed transmission data rate Rb, the
message duration is therefore exponentially distrib-

uted with a mean value equal to Lm=Rb. There are no

measurement data on the distribution of message

sizes in ad hoc wireless networks. However, the

exponential message size in an ad hoc network, for

example, could be the duration of a voice commu-

nication session, as the duration of a typical voice

call has an exponential distribution [30].

. Since intermediate nodes on a multihop route serve

only one source node at a time, simultaneously

active multihop routes are disjoint. In addition, given

that each multihop route has a certain average length,

there exists a maximum average number, denoted by

Cs, of simultaneously active routes (an expression

for Cs will be provided in Section 5.1.1).

. If the number of nodes wishing to activate a

multihop route is larger than Cs, then some nodes

have to wait before they can activate the route. The

amount of time that a node has to wait before it can

activate a route will be referred to as “access delay.”

. The route activation process can be described by a

conceptual “virtual request queue” which regulates

requests from all sources (see Fig. 2b and Fig. 3). In
this sense, one can imagine that the first message of

the queue at each source node is immediately

forwarded to the virtual request queue. As will be
shown later, the virtual request queue models the

waiting time that a source experiences after dis-

covering a route but before being able to activate it.

Each possibly active multihop route corresponds, in

this conceptual model, to a virtual server which

takes care of the messages in the virtual request

queue. The number of servers corresponds to the

maximum average number Cs of disjoint multihop
routes in the network.

. The time spent by a message in the virtual request
queue corresponds to the time necessary for inter-

mediate nodes to become available. Therefore, a

message in the virtual request queue might not be

served in the order in which it arrives. However,

according to Little’s theorem, the average delay in

the system will be the same regardless of the specific

queuing discipline employed [31].
. The total delay between generation and complete

transmission of a message, at each source node, is
obtained by adding three terms: 1) the time spent in

the node’s own queue (denoted by WRB
o ), 2) the time

spent in the virtual request queue (denoted by

WRB
v ), and 3) the time spent in the server (denoted

by TRB
s ). In particular, the queue at each node can be

modeled as an M=G=1 queue with service time

�RB ¼WRB
v þ TRB

s .
. The combination of the virtual request queue and

the Cs virtual servers will be denoted as “virtual

overlay system.” In particular, there are N flows of
information at its input, coming from the N nodes.

Invoking Kleinrock’s independence approximation

[1], the total arrival process at the input of the

request queue can be modeled as Poisson with

rate N�m. Hence, it follows that the virtual overlay

system shown in Fig. 3 can be modeled as an

M=M=Cs=1=N system [32].

4.2 Non-Reservation-Based (NRB) Switching

In the case of NRB switching, there is no reservation of a
route prior to data transmission. As opposed to an RB
scheme, in an NRB network communication scenario,
multihop routes can overlap. In particular, a node can serve
as a relay node for more than one route. In other words,
when a node receives a message from another node (i.e., it
acts as a relay), it places that message in its own queue
(intermingled with its own generated messages). The
messages in the queue are transmitted sequentially (i.e.,
the priority given to relay and new locally generated
messages is the same). An example of routes in a network
with an NRB scheme is shown in Fig. 4. As in the case of RB
switching, we assume that the message generation process
is Poisson and that the message length is exponentially
distributed with average value Lm.

Unlike the case with RB switching (where the relay
nodes give absolute priority to the relayed messages,
stopping to serve their own messages), each multihop route
is a tandem of queues and the whole network can also be
viewed as a tandem of queues. As a result, Burke’s theorem
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Fig. 3. Conceptual queuing model for a reservation-based wireless

network: Real queues at each node are connected to an overall virtual

request queue. Each virtual server corresponds to a possible multihop

route.

3. Note that message lengths, in bits, should be characterized by a
discrete probability distribution. However, for analytical convenience, in
this paper, we describe them with a continuous (exponential) probability
distribution. A noninteger value should realistically correspond to its
closest integer value.



can be applied and each individual node can be modeled as

an M=M=1 queue [1]. The conceptual model of an NRB

network is shown in Fig. 5.

5 ANALYSIS OF THE TWO SWITCHING TECHNIQUES

Analytical models for evaluating the performance, in terms

of delay, goodput, and throughput, of RB and NRB schemes

are presented in the following two sections.

5.1 Reservation-Based Switching

5.1.1 Maximum Number of Disjoint Routes

One of the key factors that affect the performance of an RB

scheme is the maximum number of disjoint routes in the

network. This corresponds to the number of virtual servers

Cs in the M=M=Cs=1=N queuing model described in

Section 4.1. Given that each route has an average number of

hops nh, the maximum number of disjoint routes, corre-

sponding to a scenario where each node belongs to a

particular route (i.e., as a source, a relay node, or a

destination), can simply be written as

Cs ’
N

nh þ 1
: ð14Þ

5.1.2 Delay

With the assumptions specified in Section 4.1, each node is

modeled as an M=G=1 queue. The average delay that each

message experiences is equal to the sum of the mean

waiting time in the source queue, denoted as E½WRB
o �,

and the mean service time E½�RB�, where, as previously

defined, �RB ¼WRB
v þ TRB

s . The mean waiting time in

an M=G=1 queue can be computed using the Pollaczeck-

Khinchin formula [1]:

E½WRB
o � ¼

�mE½�2
RB�

2ð1� �mE½�RB�Þ
: ð15Þ

It is clear from (15) that one needs to compute the first

and second moments of the service time �RB, which can

be derived from the statistics of the total time spent in

the M=M=Cs=1=N virtual overlay system. The probabil-

ity density function (pdf) of the time spent in the

M=M=Cs=1=N system is [32]

f�RB
ðxÞ ¼ 	e�	x

XCs�1

n¼0

an þ
XN�1

n¼Cs

an 	e�	x
Cs

Cs � 1

	 
n�Csþ1
"

�	 Cs

Cs � 1

	 
n�Csþ1Xn�Cs

r¼0

e�	x
½	ðCs � 1Þx�r

r!

#
;

ð16Þ

where an is the probability that a new arrival finds

n “customers” in the virtual overlay system (i.e., n nodes

are transmitting or waiting to start transmitting an already

generated message), and 	 is the average service rate.
The probability distribution fang of the number of

customers that a new arrival sees in an M=M=Cs=1=N
system involves the computation of large factorials (e.g.,

N!), which leads to numerical problems. To analyze a large-

scale ad hoc network, we exploit the fact that when the

number of sources is large, the steady-state probability

distribution of an M=M=Cs=1=N system follows that of an

M=M=Cs system [32]. The first and second moments of the

time that each message spends in the system are given by

E½�RB� ¼
1

	
þ

� Cs;
�m

	

� �
	Cs � �m

; ð17Þ

E½�2
RB� ¼

2

	2
þ

2� Cs;
�m

	

� �
½	Cs � �m�2

; ð18Þ

where

� Cs;
�m
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Since the route is reserved, it is possible to transmit a

message from source to destination using a pipelining

method [33]. Assuming that the whole message of length

Lm bits is divided into packets of fixed length lp bits, the

total number of packets per message is Lm=lp. Suppose

there are nh links on a route from source to destination. The

total time to transmit a message with a pipelining method

can be computed as
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Fig. 4. Non-reservation-based ad hoc wireless network model: Each
node has its own queue and the multihop routes are not necessarily
disjoint. In particular, two possible multihop routes between S1 and D1

are shown (dashed and dashed-dotted links). Observe that the same
source can transmit successive messages to different destination (for
example, source S3 might be transmitting to destinations D3 and D03).

Fig. 5. Conceptual queuing model for a non-reservation-based wireless

network: The queues at the nodes of a multihop route constitute a

tandem of queues.



TRB
s ¼ Lm

Rb
þ ðnh � 1Þ lp

Rb
: ð20Þ

Consequently, the total transmission time TRB
s , as given

in (20), is not exponentially distributed. This violates
the exponential service time assumption. However, if
Lm � nhlp, then the second term on the right hand side of
(20) is negligible, and the exponential service time
assumption still holds.

In the case of retransmission, the message transmission
time can be generalized as

TRB
s ¼ Lm

Rb
ð1þKÞ þ ðnh � 1Þ lp

Rb
ð1þKÞ; ð21Þ

where K is the number of retransmissions per link. Since K
is a discrete random variable, the transmission time
becomes a function of two random variables (Lm and K).
The pdf of the total delay in this case can be written as

fTRB
s
ðtÞ ¼

X1
j¼0

	e�
	t

1þj

1þ j

" #
ðPERlinkÞjð1� PERlinkÞ
h i

uðtÞ; ð22Þ

where uðtÞ is the unit step function, defined as

uðtÞ ¼4 1 t � 0
0 t < 0:

�
ð23Þ

In particular, (22) can be derived directly from the total
probability theorem; the expression in the first square
bracket is the conditional pdf of the transmission time given
that the number of retransmission is j, and the expression in
the second square bracket is the probability mass function
of the random variable K.

The pdf given in (22) is not exponential, and it may not
have a closed-form expression. Fortunately, given that the
number of retransmissions is j, the conditional pdf of the
transmission time has the following exponential structure:

fTRB
s =jðt=jÞ ¼

	

1þ j e
� 	t
ð1þjÞuðtÞ: ð24Þ

Consequently, even in the case of retransmissions, one can

still analyze the delay performance of the network commu-

nication system using the same queuing model, but with a

modified service time. From (24), it can easily be observed

that the new mean service time is 1þj
	 . To take advantage of

this, the number of retransmissions j must be specified. To

be conservative, the number of per-link packet retransmis-

sions which will be used in the following is the maximum

number of retransmissions kmax introduced in Section 3.4. In

this case, the service time is exponential with mean service

time Lmðkmaxþ1Þ
Rb

.

5.1.3 Goodput

The goodput is the total amount of bits received correctly
per unit time at their respective destinations. Route goodput
pertains to the amount of data transported correctly over
time on a single multihop route with an average number of
hops. Network goodput, on the other hand, is the aggregate
amount of goodput due to all routes. It measures how much
error-free data can collectively be transferred in a network
over time. Route goodput, denoted as 
, and network

goodput, denoted as �, can be written as follows,
respectively:


 ¼4 �mLmð1� BERrouteÞ; ð25Þ

� ¼4 
E½Nar�; ð26Þ

where E½Nar� is the expected number of active routes. The

expected number of active routes is equal to the expected

number of “busy servers” in an M=M=Cs queuing model,

which, in this case, is equal to N�m

Rb=Lm
.

5.1.4 Throughput

In order to capture the effects of packet retransmission

according to the imposed QoS on link PER (i.e., PERth), we

use throughput instead of goodput. Throughput measures

the rate at which a packet is received at its destination. In

the case of no retransmission, the rate at which the packets

are delivered to the destination is equal to the packet

generation rate �p (dimension: [pck/s]). In the case of

retransmissions, the throughput decreases because multiple

copies of the same packet are transmitted. The worst-case

throughput, where each packet requires kmax retransmis-

sions, can be expressed as

� ¼4 �p

nhkmax þ 1
: ð27Þ

Note that when kmax is equal to zero, (27) corresponds to

the case of no retransmission. The network throughput,

denoted as 
, can be computed by adding the through-

put of all the active routes, obtaining


 ¼4 � E½Nar�: ð28Þ

5.2 Non-Reservation-Based Switching

5.2.1 Average Number of Routes per Node

In an NRB scheme, a node can relay traffic generated by

multiple sources. However, the stability condition requires

that the total incoming traffic rate is lower than the service

rate. Consequently, it is important to know how much

traffic a node carries for other sources. With the uniform

traffic assumption (i.e., every node generates approximately

the same amount of traffic), in order to compute the average

traffic relayed by a node, it is sufficient to compute the

average number of routes passing through it. In this section,

we derive an expression for this number.

Considering a grid topology as shown in Fig. 6, we want

to find the average number of routes passing through

a generic node, say, node V. We start by finding the

probability that node V belongs to a route of a particular

source/destination pair. Let Si;j be a source node at

position ði; jÞ relative to the position of a node V, where i

is the number of hops in the horizontal direction and j is the

number of hops in the vertical direction. Due to the spatial

invariance on a torus, one can assume, without loss of

generality, that the source is at the origin and node V is at

position ði; jÞ relative to the source, as shown in Fig. 6. We

assume that a source can select any node in the network, at
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position ðx; yÞ relative to the source, as its destination. In

addition, it is assumed that the shortest route between

source and destination is used. In the case that there is more

than one shortest route, a source selects one of these routes

randomly. For conciseness, let us denote the probability that

node V is on a route of Si;j as P½Vði; jÞ�, and let us denote the

conditional probability that V is on a route of Si;j, given that

Si;j selects a destination at ðx; yÞ, as P½Vði; jÞ=Dðx; yÞ�. With

these assumptions, one obtains

P½Vði; jÞ=Dðx; yÞ� ¼
0 x < i or y < j

np

nt
otherwise;

8<
: ð29Þ

where np is the number of all possible shortest paths to the

destination passing through node V, and nt is the number

of all possible shortest paths to the destination. In the case

where x < i or y < j, P½Vði; jÞ=Dðx; yÞ� is equal to zero

because V cannot possibly be on the shortest path from Si;j
to the destination node at ðx; yÞ. In the remaining cases,

using combinatorics, it can be shown that

np ¼ iþj Ci xþy�i�jCx�i; ð30Þ

nt ¼ xþy Cx; ð31Þ

where nCr ¼4 n!
ðn�rÞ!r! . The next step is to find the probability

that V is on a route of Si;j without conditioning on the

destination. Using the law of total probability [25], one

obtains:

P½Vði; jÞ� ¼
X
8ðx;yÞ

P½Vði; jÞ=Dðx; yÞ�P½Dðx; yÞ�; ð32Þ

where P½Dðx; yÞ� is the probability that a node at pos-

ition ðx; yÞ relative to Si;j is selected as the destination.

Assuming that a source randomly chooses a destination,

P½Dðx; yÞ� is simply equal to 1=ðN � 1Þ. Combining the

expressions given in (29)–(32), one gets

P½Vði; jÞ� ¼ ðiþ jÞ!
i!j!ðN � 1Þ

Ximax

x¼i

Ximax

y¼j

ðxþ y� i� jÞ!x!y!

ðxþ yÞ!ðy� jÞ!ðx� iÞ! : ð33Þ

By neglecting edge effects (according to the torus assump-

tion), we can assume that node V is at the center of the

network. The average number of routes passing through V

can now be computed as

nr ¼
X
8ði;jÞ

P½Vði; jÞ�: ð34Þ

Next, we assume that each node in the network generates

approximately the same amount of traffic according to a

Poisson process with average rate �m (dimension: [msg/s]).

Then, the average rate of the traffic entering a node is given as

�total ¼ �m þ
Xnr

i¼1

�m ¼ ðnr þ 1Þ�m: ð35Þ

5.2.2 Delay

Since each source does not have a dedicated route, a

message transmitted in a route will experience, in addition

to the transmission delay, a queuing delay at each node it

traverses. According to the assumptions in Section 4.2 (in

particular, the applicability of Burke’s theorem to an NRB

switching network [1]), the average delay that a packet

experiences at each node it traverses corresponds to that of

an M=M=1 queue and is given by

E½TNRB� ¼ 1
Rb

Lm
� �total

: ð36Þ

The total average delay for a message from the source node

to the destination node of a multihop route is obtained as

the sum of the average delays experienced at each

intermediate node. In other words, E½TNRB
total � ¼ nhE½TNRB�.

As discussed earlier, given that the number of retrans-

missions is kmax, the service time for transmitting a packet

is still exponentially distributed. If a message (exponen-

tially distributed) of size Lm bits is divided into packets of

(fixed) length lp b/pck, the time it takes to transmit a single

packet is ð1þ kmaxÞlp=Rb. Since there are Lm=lp packets in a

message, the time at which the last packet will reach

the next hop is ð1þ kmaxÞLm=Rb. Hence, in the case with

retransmission, the expected per-link message transmission

time in (36) can be generalized as

E TNRB
� 


¼ 1
Rb

Lmð1þkmaxÞ
� �total

: ð37Þ

5.2.3 Goodput

Route goodput and network goodput of an NRB switching

network can be computed in the same manner as that of an

RB scheme. Note that, in the calculation of route goodput,

the amount of traffic should correspond to that generated

only by source nodes (i.e., excluding the relay traffic). Since

there are N sources, the network goodput of an NRB

network can then be written as

� ¼ �mLmð1� BERrouteÞN: ð38Þ

5.2.4 Throughput

The throughput of an NRB scheme can be computed in the

same manner as in the case of an RB scheme.
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Fig. 6. Node V represents a possible relay node for source node Si;j.



6 RESULTS AND DISCUSSION

In this section, numerical results are presented and their
implications are discussed. In all the considered scenarios,
the main network parameter values used in the analysis are
shown in Table 1, unless stated otherwise.

6.1 Switching Scheme and Traffic Load

In this section, we discuss the trade-off, in terms of goodput
and delay, between the two described switching schemes.
In Fig. 7, the network goodput of the considered switching
schemes, computed via (26) and (38), is shown as a function
of traffic load in 1) the ideal case, where interference is
neglected, and 2) the theoretical worst case, where all nodes
transmit simultaneously, respectively. The worst-case inter-
ference power is computed via (6). It is expected that the
performance of a realistic ad hoc wireless network will be
somewhere between these two cases—in particular, case 1)
is overly pessimistic, and performance in a real scenario is
expected to be definitely better. Two different values of the
number of nodes in the network are considered, as
indicated in the figure.

Note that, when the area of the network is fixed,
increasing the number of nodes corresponds to a node
spatial density increase. Generally, it is observed that the
network goodput of an NRB switching scheme is higher
than that of the corresponding RB scheme at every value of
traffic load and in each scenario (either ideal or worst case).
This is due to the fact that an NRB scheme can support a
higher number of routes (i.e., the disjoint routes constraint
is not imposed in the NRB switching scheme). In addition,

observe that the performance difference between the two
switching schemes increases, although not significantly, in
each scenario (either ideal or worst case), as the network
becomes denser.

In Fig. 8, the average packet delay, denoted as tp, is
shown as a function of the average packet generation rate �p

for different values of the number of nodes N . The average
delay per packet is defined as the arithmetic average
between 1) the time the first packet in the message arrives at
the destination and 2) the time that the last packet in the
message arrives at the destination. The message delay for
the RB switching scheme is computed via (15), (17), (18),
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TABLE 1
Major Network Parameters Used in the Considered Scenarios

Fig. 7. Goodput of the two switching schemes in (a) the ideal case and (b) the worst case. The network goodput of the RB scheme and the NRB
scheme obtained from the analysis are shown with the solid lines and with the dashed lines, respectively.

Fig. 8. Delay comparison of the two switching schemes. The average
route delay of the RB and the NRB schemes obtained from the analysis
are shown with the solid lines and the dashed lines, respectively.



and (20), whereas the message delay at each node on the
route for the NRB switching scheme is computed via (36).
As expected, the delay increases as the traffic load increases.
The results in Fig. 8 show that an RB scheme performs
better than an NRB scheme up to a critical load, which makes
the delay of the RB scheme go to infinity very rapidly.
Below this critical load, the delay of an RB scheme is very
insensitive to the traffic load. The overall behavior of an RB
scheme can therefore be characterized as bimodal: either
almost constant, with respect to the traffic load, or infinite.
Fig. 8 shows that the delay of an RB scheme is lower than
that of an NRB scheme by more than one order of
magnitude for every considered node spatial density.
Nonetheless, the maximum traffic load that an RB scheme
can support is lower than that of an NRB scheme. This is
due to the disjoint routes constraint. It is important to
observe, however, that the difference between the max-
imum traffic loads that the two schemes can support
decreases as the node spatial density increases. In other
words, an RB switching scheme becomes preferable,
delaywise, in dense ad hoc wireless networks.

6.2 Effects of Interference

In this section, we discuss the impact of the interference on
the network performance. Fig. 9 illustrates the network
goodput of an NRB scheme as a function of the traffic
generation rate given by the product �plp (dimension: [b/s]).
Both the ideal-case and the worst-case interference scenar-
ios are considered. The network goodput of the RB and the
NRB schemes obtained from the analysis are shown with
the solid lines and the dashed lines, respectively.

Generally, from Fig. 9, it can be observed that the
network goodput increases as the traffic generation rate
increases in both ideal and worst case scenarios. This is due
to our simplifying assumption that “none or all” nodes
interfere. However, in a real scenario, the interference
would certainly depend on the traffic generation rate. In
fact, the interference is expected to increase as the traffic
load increases. There would be a clear trade-off between
supporting high traffic load and keeping the interference
low. Our current model does not take this aspect into
account yet, but this issue is currently under investigation.

However, the actual performance would still be bounded
between those of the ideal and worst cases, as shown here
in Fig. 9.

It is observed that the separation between the two
bounds (ideal and worst cases) increases as the number of
nodes in the network increases. This is reasonable because,
keeping the area fixed, the amount of interference is
expected to increase as the number of interfering nodes
increases (i.e., the network becomes denser). For a large
number of nodes (e.g., N ¼ 1;089), the two bounds are
separated by almost four orders of magnitude. This clearly
indicates that the network, especially if very dense, cannot
function well without the use of a MAC protocol effective in
canceling or mitigating the interference. The study of such
MAC protocols is currently under investigation. The same
behavior is observed also in the case of RB schemes.

In order to understand the impact of the interference on
the network performance, we also consider cases where the
interference power is reduced. Fig. 10 illustrates the
network goodput of an NRB scheme computed via (38) as
a function of the average bit generation rate, i.e., �plp. Three
possible cases for the interference level are considered in
this figure: 1) no interference (ideal case), 2) worst-case
interference, and 3) a scenario where the interference power
is one-tenth of the worst case. The number of nodes is fixed
at N ¼ 1;089. Interestingly, the network goodput increases
by about two orders of magnitude when the worst-case
interference power is reduced to one-tenth. A similar
behavior is also observed in the case of RB schemes.

Reduction of the total interference power could be
obtained, for example, by dividing the common (shared)
communication channel into subchannels (e.g., in fre-
quency, time, or code space). Only nodes using the same
subchannel would interfere with one another. As a result,
the total interference power would decrease. In general, a
MAC protocol should be designed in such a way that the
total interference is reduced and the network goodput
becomes close to the ideal performance bound. As an
example, a MAC protocol which can guarantee low
interference level and is practical for an RB switching
scheme could be one which uses code division multiple
access (CDMA) and per-route spreading codes [34]. In this
case, it is possible to show that the interference power is
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Fig. 9. Goodput of the NRB scheme compared at different node

densities. The network goodput for the ideal case and the worst case

obtained from the analysis are shown with the solid lines and the dashed

lines, respectively.

Fig. 10. Goodput of the NRB scheme compared at different levels of
interference.



reduced proportionally to the spreading factor of the
considered spreading codes.

Fig. 11 illustrates the impact of the interference on the
delay performance of the two switching schemes. The
message delays for RB and NRB are first computed via
(21) and (37), respectively. Then, the average packet delay tp
is computed using the approach described earlier for Fig. 8.
Different values of the number of retransmissions kmax for
keeping PERth above 10�2 are considered. An increase of
kmax can be interpreted as an increase of the interference
level. In other words, higher interference requires a higher
number of retransmissions per packet. In general, one can
conclude that the average packet delay of the two schemes
increases as the traffic load increases. In addition, as the
level of interference increases, the delay also increases due
to a higher number of retransmissions.

The results in Fig. 11 show that the delay of an RB
scheme is lower than that of an NRB scheme by more than
one order of magnitude for every considered value of kmax.
Nonetheless, the maximum traffic load that an RB scheme
can support is lower than that of an NRB scheme. This is
due to the constraint on disjoint routes. It is important to
clarify, however, that the difference between the maximum
traffic loads that the two schemes can support decreases as
the number of retransmissions increases. In other words, an
RB switching scheme becomes preferable, delaywise, in an
environment where the interference is high.

Fig. 12 illustrates the impact of the interference on the
throughput of the two switching schemes. The network
throughput of the two schemes is compared for different
values of the number of retransmissions kmax that keep
PERth above 10�2. It can be observed that the throughput of
both schemes decreases as the number of retransmissions
increases. However, the throughput of the NRB scheme is
larger than that of the RB scheme, due to the higher number
of active multihop routes.

6.3 Effects of the Number of Simultaneously Active
Disjoint Routes

In an RB switching scheme, the number of simultaneously
active disjoint routes is an important factor, which sig-
nificantly affects network performance. Based on our

analysis, the maximum number of routes, Cs, that can
simultaneously be active is, on average, given by (14). In
reality, however, the maximum number of disjoint routes
that can concurrently be active may not be as large as the
average number obtained with our analysis. In this section,
we show how the number of active routes affects the
performance of the RB switching scheme. In other words,
we try to understand what would happen in a realistic
scenario where the number of active routes is lower than
the theoretical maximum value.

In Fig. 13, the delay of an RB switching scheme is
evaluated for three different values of the number of
disjoint active routes: 1) the maximum average number of
routes, Cs, estimated from the analysis, 2) half of the
maximum number, i.e., Cs=2, and 3) one-tenth of the
maximum number, i.e., Cs=10. It is observed that, as the
maximum number of simultaneously active routes in-
creases, the total amount of traffic which can be supported
by the network also increases. In addition, it is interesting to
see that the delay behavior of an RB scheme is still
insensitive to the amount of traffic load—provided, of
course, that the traffic load is sufficiently lower than the
critical value.

In Fig. 13, the delay performance of an NRB scheme is
also shown for comparison. In general, the delay of an RB
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Fig. 12. Throughput of the two switching schemes compared at different

levels of interference.

Fig. 13. Delay of a reservation-based scheme (in the ideal case without

interference) compared at different values of maximum number of

simultaneous active routes.

Fig. 11. Delay of the two switching schemes compared at different levels

of interference. The average route delay of the RB and the NRB

schemes obtained from the analysis are shown with the solid lines and

the dashed lines, respectively.



scheme is smaller than that of an NRB scheme. However, an
NRB scheme can support much higher traffic load com-
pared to an RB scheme, especially when the maximum
number of simultaneously active routes is small. In a real
network, the average number of simultaneously active
routes is expected to be lower than that of the torus network.

To gain some additional insights, we have also per-
formed simulations to see the average number of simulta-
neously active routes in the real grid network. In the
simulation conducted, we have assigned a random destina-
tion for each node in the network. A route from each source
node to its destination is established one by one. In the end,
we count how many routes can simultaneously be active.
This procedure was repeated a sufficiently large number of
times, and then we computed the average number of
simultaneously active routes. The results are shown in
Table 2. It can be observed from Table 2 that the average
number of simultaneously active routes in a real network is
approximately

ffiffiffiffiffi
N
p

, which is about half of the number
of active routes in a torus network. More graph-theoretic
results on the number of disjoint routes in graphs can be
found in [35].

6.4 Effects of Mobility

The performance of the two switching schemes, in terms
of maximum tolerable speed vmax, as defined in Section 3.5,
is shown in Fig. 14. Two different values of average
message lengths are considered: Lm ¼ 1 Mb=msg and
Lm ¼ 0:1 Mb=msg, respectively. In this scenario, � is equal
to 0.1. It can be observed that, in general, an RB scheme is
more robust to node mobility, i.e., it can tolerate a higher
maximum node speed. More precisely, from the figure,
one can observe that an RB scheme can support commu-
nication in a scenario where nodes move at a pedestrian
speed (up to 3 m/s) or even at a vehicle speed (up to
25 m/s for short message size), whereas an NRB scheme
can hardly support any mobility. This behavior can be
explained as follows: In an RB scheme, since the route is
reserved, it takes less time to transmit a message.
Consequently, the total allowed time before a route breaks
is larger than that allowed by an NRB scheme, in which
an intermediate node has to serve multiple routes. Note
that the actual load where the maximum tolerable speed
drops to zero corresponds to the load where the delay
explodes. In addition, one can observe that the maximum
tolerable speed to avoid route breaking increases as the
message size decreases.

Alternatively, Fig. 14 can also be interpreted as follows:
For a given speed vmax and a traffic load, there is a

maximum tolerable average message length at which a
message can reach the destination before a communication
route breaks. Depending on types of nodes in ad hoc
wireless networks (e.g., pedestrians, cars), vmax will be
different. As vmax increases, the message length has to
decrease correspondingly. One could argue that, in certain
applications, it may be impossible to control the speed vmax

with which mobile nodes move. The results in Fig. 14
suggest that if vmax and the traffic generation rate are
known, then the message length Lm should be equal to or
less than a fixed value so that the message can reach the
destination before the route breaks.

Fig. 14 also suggests that moderate mobility does not
significantly affect the goodput and delay performance of
an RB scheme. In other words, the goodput and delay
performance of an RB scheme presented earlier does not
change much if mobile nodes move at moderate speeds
(lower than vmax). On the other hand, the performance of an
NRB scheme, in terms of goodput and delay, will
significantly degrade if mobile nodes move even slowly,
since the maximum tolerable speed is basically zero.

6.5 Validation of the Queuing Delay Models

To verify that the conceptual analytical models developed
for the RB and NRB switching schemes are correct, we
perform independent Monte Carlo simulations for a net-
work employing the two switching schemes. We emphasize
that no assumptions about the queuing models (i.e., as in Fig. 3
and in Fig. 5) are made in the simulations.

In the simulations, we assume a
ffiffiffiffiffi
N
p
�

ffiffiffiffiffi
N
p

square grid
network on the surface of a torus. Each node in the network
generates messages according to a Poisson process, with
mean �m [msg/s]. The message length is exponentially
distributed. Each message from the source node is routed
hop-by-hop to a randomly assigned destination using the
RB and the NRB switching schemes described in Section 4.
As in the analysis, we assume that route discovery is done
on a separate control channel.

In Fig. 15, the average message delay obtained from the
simulations and the average message delay obtained from
the analysis for a 25-node network employing RB switching
are compared. All the simulations are run on a Microsoft
Windows XP machine with a 2.66 GHz Intel Pentium 4
processor. Each point on the simulation curve is the average
of 10 simulation trials, where more than 50,000 message
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TABLE 2
Average Number of Simultaneously

Active Routes Obtained from Simulations

Fig. 14. Effect of mobility.



arrivals are generated in each simulation trial. The actual
time taken to obtain all the points shown on the simulation
curve in Fig. 15 is approximately 24.8 hours.

According to our analytical framework, on average, each
route has

ffiffiffiffiffi
25
p

=2 � 3 hops and, thus, the number of nodes on
each route is 4. The maximum number of simultaneously active
routes is Cs ¼ 25=4 � 6 routes. The delay predicted by the
analytical framework for three different values of Cs are
shown in Fig. 15. It can be observed from the figure that the
simulation results are close to the delay predicted by the
analytical framework with Cs ¼ 5. However, the delay
obtained from the simulation is larger than what is predicted
by the analysis. This is because the plot for the analytical
model assumes that there are Cs ¼ 5 routes available at all
times. However, in the simulations, there are times when the
network cannot support five simultaneously active routes
(e.g., some routes could be blocked).

In Fig. 16, the delay performance for the RB scheme and
the delay performance for the NRB scheme in a 25-node
network are compared. The actual time taken to obtain all the
points shown on the RB curve is approximately 24.8 hours,
and the actual time taken to obtain all the points on the NRB
curve is approximately 28 minutes. Observe that there is a
good agreement between the trends predicted by the
analytical framework and the Monte Carlo simulation
results: In other words, up to a critical traffic load, the delay
performance of the RB scheme is superior to that of the NRB scheme.

As a simple sanity check, one can observe the case with
extremely low traffic load in Fig. 16. Since the traffic load is
very low, the waiting time in the queues is negligible, and
the total message delay should therefore be close to the
transmission delay. Recall that, in a 25-node network, each
route has, on average, 3 hops. In the case with NRB
switching, when the arrival rate is near zero, the average
message delay is close to 3 seconds. This makes sense
because the message transmission time on each link is
1 second, so for a 3-hop route, it takes 3 seconds for a
message to reach the destination. In the case with RB
switching, when the arrival rate is small, the average
message delay is very close to 1 second, which is the
message transmission time. This makes sense because even
though each route comprises 3 hops, pipelining is used in
this case. Hence, the total average message delay should be
very close to 1 second.

6.6 Implications on Practical Scenarios

In the analysis presented in this paper, we have made a
number of important simplifying assumptions to keep the
analysis tractable. In this section, we briefly discuss how the
performance of RB and NRB schemes will be affected in a
realistic scenario.

. Network topology—We have assumed a square grid
topology over the surface of a torus, which allows us
to treat any node the same in the analysis. In a real ad
hoc network, nodes near the edge of the network are
likely to have higher number of hops to the
destination than nodes near the center of the net-
work. Thus, the delay for these nodes could be higher
than what is predicted by our analysis. In addition, if
the network topology is random, the average number
of hops in a route could be different from those in a
square grid topology. We refer interested readers to
[36] for more details on this subject.

. MAC protocol—MAC protocol has not been taken into
account in the analytical model presented in this
paper. This has implications for the interference and
the delay. In terms of interference, we have con-
sidered the two extremes: 1) the ideal case where
there is no interference and 2) the worst case where
all nodes transmit simultaneously. In an RB scheme,
the ideal case could be realized if a CDMA scheme
with per-route spreading codes is used. This would
eliminate the interference among different active
routes. However, interference can still occur among
nodes within the same route. To reduce the intra-
route interference, each node of the same route could
transmit on different frequencies. The same fre-
quency can be reused for links in the route that
are sufficiently far apart. With this integration of
spreading codes and frequencies, the interference
could be reduced to a level that is close to the ideal
case. Similarly, in the NRB scheme, the ideal case
could be realized if each link uses a spreading code
that is different from the other links. The same code
can also be reused if the links using the same code are
sufficiently far apart. Distributed code assignment
algorithms for multihop networks, for example, can
be found in [37], [38]. The same conclusions also hold
if frequency reuse is considered.
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Fig. 16. Delay performance of the RB scheme and the NRB scheme in a

25-node network. The average message transmission time is 1 second.

The simulation results are shown with 95 percent confidence intervals.

Fig. 15. Delay performance of the RB scheme in a 25-node network. The

average message transmission time is 1 second. The simulation results

are shown with 95 percent confidence intervals.



The worst-case interference corresponds to hav-
ing no MAC protocol at all. Obviously, a real ad hoc
wireless network cannot function without a MAC
protocol, and any MAC protocol employed should
yield a higher goodput. Thus, the worst-case inter-
ference could be used as a benchmark for perfor-
mance comparison [39].

Without any MAC protocol considered, the queu-
ing models in this paper have not taken multiple
access delay into account yet. It remains to be seen
how delay from a specific MAC protocol employed
would affect the performance of RB and NRB
schemes. However, for the RB scheme, with the ideal
MAC protocol mentioned earlier (i.e., integration of
per-route spreading code and use of different
frequencies on each hop of a route), it is possible to
transmit packets with the pipelining method. This
corresponds to the scenario considered in our queu-
ing model and, thus, the total delay can be predicted
by the model. Similarly, for the NRB scheme, if the
suggested ideal MAC protocol (i.e., different code for
each link with possible code reuse) is employed, then
the total delay is already captured by our queuing
model. If other MAC protocols are used, then one has
to take the multiple access delay into account.

. Pipelining—The pipelining packet transmission is
assumed in the RB scheme. A MAC protocol that
could work under pipelining is suggested in the
previous bullet. However, the pipelining assump-
tion implies that a node has to be able to receive
and transmit at the same time. This requires a node
to have at least two air interfaces. Currently, some
wireless communication devices, e.g., cellular
phones, already have two air interfaces: one for
communicating with a base station in a cellular
band and the other for communicating with a
Bluetooth device in the unlicensed industrial
scientific and medical (ISM) band. Thus, in the
near future, nodes in ad hoc wireless networks
could also have multiple wireless interfaces, mak-
ing pipelining possible.

. Interference—In the analysis, we have pessimistically
assumed the worst-case scenario, where all nodes
transmit simultaneously. In addition, since the total
interference noise is the sum of many random signal
components, invoking the Central Limit Theorem, we
assume that the total interfering noise is Gaussian.
However, if the number of interfering nodes is small,
this Gaussian assumption could lose its validity and
the interference model needs to be reconsidered.
Further research is needed to study the impact of
these issues on both the RB and NRB schemes [39].

. Route discovery—In our model and the presented
analysis, we have neglected this phase of commu-
nication, which, in reality, may have a significant
impact on the overall delay experienced by a source
node. However, the conclusions drawn in this paper
regarding the delay performance of RB and NRB
schemes will not change provided that the delay in
discovering a route is similar for both schemes. This
happens, for example, if route discovery messages
flood the network on a separate control channel in the
same way for both switching schemes.

7 CONCLUSIONS

In this paper, we have posed and investigated an interesting
question: namely, if and when reservation-based switching
makes sense in contemporary wireless ad hoc networks.
While conventional wisdom in current ad hoc wireless
networking research favors routing schemes corresponding
to the NRB switching, it is shown that if the right
requirements (in terms of route discovery, MAC protocol
used, pipelining, etc.) are met, then RB switching schemes
can provide better delay performance than NRB switching
schemes. In return, the throughput and goodput perfor-
mance of NRB schemes, even under these somewhat
stringent requirements, seem to be superior to RB schemes.

Another major contribution of this paper is the novel
analytical framework and model (queuing models) devel-
oped for analyzing the network performance (in terms of
throughput, goodput, delay, and mobility) under the RB
and NRB switching schemes. This seems significant as such
models, to the best of our knowledge, do not exist (even for
NRB schemes) in the open literature.

The results of the analytical framework (also supported
by the Monte Carlo simulations conducted) show that RB
schemes are appropriate for real-time applications, such as
voice and video, whereas NRB schemes are more appro-
priate for delay-insensitive applications. While RB schemes
can provide better delay performance, NRB schemes
support higher traffic loads than RB schemes. In addition,
it is found that NRB schemes can support a higher number
of routes because there is no constraint for the routes to be
disjoint. Finally, it is shown that RB schemes are more
robust to node mobility than NRB schemes.

We would like to emphasize that the foregoing conclu-
sions are drawn based on the assumptions made in this
paper. It is important to understand that if one uses a
different MAC protocol (such as 802.11b) and/or one does
not use a separate control channel for route discovery, for
instance, then the results obtained might be very different
from those derived in this paper. In fact, if the requirements
outlined in this paper for RB switching are not met, then
NRB schemes will probably be preferable.
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