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METHOD AND TOOLING FOR 
CONFIGURING A NETWORK OF 

UNATTENDED GROUND WIRELESS 
SENSORS 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

[0001] This is a continuation application of US. patent 
application Ser. No. 13/097,125 ?led onApr. 29, 201 1, which 
claims priority to French Patent Application No. 10 01869 
?led on Apr. 30, 2010. The above-identi?ed patent applica 
tions are incorporated herein, by reference, in their entireties. 

FIELD OF THE INVENTION 

[0002] This invention relates to a method for con?guring a 
wireless network of unattended ground sensors, of the type 
consisting of interconnected nodes each including a sensing 
module named a sensor, an own power supply source, com 
puting means, communication means, means for saving an 
operating con?guration and means for managing its operation 
according to this con?guration stored in memory. 

BACKGROUND OF THE INVENTION 

[0003] Networks of unattended ground wireless sensors 
designated as UGS networks (Unattended Ground Sensor 
networks), are intended to detect an intrusion in a zone to be 
monitored and inform about this intrusion after detection. 
They consist of stand-alone devices forming nodes which 
have a stand-alone power supply, radio communications 
capabilities, observation capabilities (via the use of transduc 
ers or more complex modules), and (more or less high) com 
puting capacities. 
[0004] These nodes are set in a network most often by using 
self-organization functions in the fashion of so-called ad hoc 
networks. In this case, since communication is a priori only 
possible between the nodes within radio range, a routing 
protocol (for example Direct Broadcasting) then ensures the 
relay of data packets in order to ensure connectivity from one 
end to the other when this is allowed by the topology of the 
network. 
[0005] In UGS networks, the nodes are dropped (for 
example jettisoned by an airplane, deposited by an operator 
on foot) in a localization or a given geographical zone in order 
to accomplish a monitoring function. The dropped sensors 
monitor collaboratively (or not) the activities of interest (for 
example, intrusions) in the zone where they operate, and then 
return alerts to so-called gateway nodes so that they are trans 
mitted to other portions of the monitoring system (for 
example a control and monitoring centre, other sensors, 
actuators). 
[0006] UGS networks have military applications within the 
scope of monitoring missions, but also civil applications for 
monitoring critical infrastructures (for example classi?ed 
factories, bridges) or for environmental monitoring (for 
example seismic risk, agriculture, ecology). 
[0007] UGS nodes generally have power supply con 
straints. In the majority of the cases, they operate on a battery. 
In order to save on the battery, they are equipped with an 
intermittent standby mechanism for the measurement sensors 
and the transmission means. 

[0008] The operator should then upon deployment or dur 
ing operation, decide on a certain number of parameters of the 
system, i.e.: 
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[0009] The location of each node, which has an in?uence 
on the performance in terms of detection. 

[0010] The duration during which and the number of 
times a sensor observes a phenomenon which has an 
in?uence on the power consumption of the sensor and 
more globally, a global impact on the lifetime of the 
system and on the degradation over time of its detection 
performances. 

[0011] The duration during which and the number of 
times a sensor activates its wireless communication 
interface for receiving or sending information has an 
impact on the lifetime of the sensor and on the network 
performances, notably in terms of transmission delay. 

[0012] The selection of the parameters of the system 
strongly in?uences its performances. 
[0013] For example the following performance indicators 
are de?ned: 

[0014] Pmd (Probability of miss-detection): this is the 
probability that the network does not detect an event (for 
example the arrival of a target or a phenomenon) while 
being aware that it has occurred. This probability for 
example depends on the level of vigilance of the nodes 
(for example the sampling frequency of the seismic sig 
nal), on their geographic position, on the capability of 
the sensors of collaboratively correlating their observa 
tions. 

[0015] Far (False alarm rate): this is the number of times 
per unit time that the system sends back alarms relating 
to uninteresting events. For example, if the system sends 
back an alarm stating that a pedestrian has just entered 
the zone, when this is simply wild game. Classi?cation 
techniques (which may be distributed) are generally 
used or <<disambiguating>> the alarms. 

[0016] D (Delays for transmitting the alert): this is the 
delay for transmitting the alert to the gateway node. This 
delay generally depends on the MAC (Medium Access 
Control) protocol and on the routing used as well as on 
the associated parameters. 

[0017] L (Lifetime of the system): this indicator gives the 
time during which the system is considered as opera 
tional. It may be computed in different ways, for 
example: the time until at least one sensor lacks power 
for operating. 

[0018] In UGS networks, the operating unit in charge of its 
con?guration and of its deployment should therefore decide 
on the system parameters corresponding to a given operating 
point (for example Pmd<10%, 10 deployed nodes). This 
problem is di?icult and requires good understanding of the 
compromises encountered by the system, the latter being 
strongly related to the selected protocols, to the behaviors of 
the hardware modules, etc. 
[0019] In T. He, S. Krishnamurthy, L. Luo, T.Yan, L. Gu, R. 
Stoleru, G. Zhou, Q. Cao, P. Vicaire, J. A. Stankovic, T. F. 
Abdelzaher, J. Hui, and B. Krogh, “Vigilnet: An integrated 
sensor network system for energy-e?icient surveillance,” 
ACM Trans. Sen. Netw., Vol. 2, no. 1, pp. 1-38, February 
2006, the authors present the design and the application of a 
monitoring system, designated as VigilNet, based on a UGS 
network. The authors show the compromises which such a 
system encounters within the framework of the use of duty 
cycles. In an extension of the preceding investigations, J. 
Jeong, Y. Gu, T. He, and D. Du, “VISA: Virtual Scanning 
Algorithm for Dynamic Protection of Road Networks,” in 
Proc. of 28th IEEE Conference on Computer Communica 
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tions (INFOCOM 09), Rio de Janeiro, Brazil, April 2009, 
proposes the detection of the passing of vehicles along a road. 
Each sensor periodically performs detection. The proposed 
strategy consists of de?ning a scheduling of these detection 
periods as a periodic scanning over the whole length of the 
monitored road segment. 

[0020] In L. Lazos, R. Poovendran, and J. A. Ritcey, “Ana 
lytic evaluation of target detection in heterogeneous wireless 
sensor networks,” ACM Trans. Sensor Networks, Vol. 5, no. 
2, pp. 1-38, March 2009 noted as [Lazos09], the authors 
consider a UGS network wherein: (l) the sensors perma 
nently observe the appearance of the target in their coverage 
zone, (2) the targets have an arbitrary incidence but a recti 
linear trajectory. The authors propose the use of analytical 
geometry with integration in order to calculate the detection 
probability of these targets by at least one sensor within the 
framework of a deterministic (i.e., knowing the positions of 
the sensors) or stochastic (i.e., only knowing the number of 
sensors) deployment. In the stochastic case, an exact math 
ematical expectation is found for the non-detection probabil 
ity. In the deterministic case, the authors give a formulation of 
the lower and upper limits which does not take into account 
the existence of cycles for activating/putting on stand-by the 
measurement and/or communication modules. 

[0021] In P. Medagliani, J. Leguay, V. Gay, M. Lopez 
Ramos, G. Ferrari. “Engineering Energy-Ef?cient Target 
Detection Applications in Wireless Sensor Networks.” Con 
ference IEEE Percom 2010 (Mannheim, Germany, March 
2010) designated in the following by [Meda09], the authors 
consider the case of stochastic deployment and extend the 
work of L. Lazos, R. Poovendran, and J. A. Ritcey, “Analytic 
evaluation of target detection in heterogeneous wireless sen 
sor networks,” ACM Trans. Sensor Networks, Vol. 5, no. 2, 
pp. 1-38, March 2009, by integrating the fact that the sensors 
may perform their observation periodically (and not perma 
nently) in order to reduce their power consumption. The 
authors also propose modeling of the delay for transmitting 
the alerts by considering the case of the X-MAC protocol, 
which also uses periodic activations/deactivations of the com 
munication interface in order to reduce power consumption. 
Finally, this work comprises a model of the power consump 
tion of a network of sensors, giving the possibility of more 
globally inferring the lifetime of the network from the 
remaining power and from the activity/vigilance level of the 
UGS network. The authors show the use of this analytical 
framework with multi-objective optimization techniques. 
This allows the operator to view the global performances of 
the system depending on its constraints (for example lifetime, 
detection performance). The operator may thereby perceive 
the compromises with which he/ she has to cope and decide on 
the con?guration which he/ she desires to adopt. The proposed 
tool is used for a ?xed number of nodes, randomly deployed. 

[0022] In J. J. Sylvester, “On a funicular solution of Buf 
fon’s “problem of the needle” in its most general form,” Acta 
Mathematica, Vol. 14, no. 1, pp. 185-205, 1890., Sylvester 
tackles the so-called needle geometrical problem: a plane is 
striated with parallel lines spaced out by a distance. A needle 
of lengthl is randomly thrown. What is the probability that the 
needle will cut one of these lines? the resolution of this 
problem by Sylvester gives the possibility of analytically 
re?ning the upper limit given by L. Lazos, R. Poovendran, 
and J. A. Ritcey, “Analytic evaluation of target detection in 
heterogeneous wireless sensor networks,” ACM Trans. Sen 
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sor Networks, Vol. 5, no. 2, pp. 1-38, March 2009, for the 
non-detection probability in the deterministic case. 
[0023] The analytical framework proposed in [Meda09] 
allows modeling of an UGS system within the framework of 
stochastic deployment. From an operational point of view, the 
operators may handle this model by using optimization tools 
for observing the space of optimum con?gurations according 
to objectives and constraints de?ned by the operator himself/ 
herself. With this, the underlying compromises of the sys 
tem’s operation may be understood. The constraints and 
objectives may for example be the maximization of the detec 
tion performances subject to constraints on the delays for 
transmitting the alerts. 
[0024] This model and the tooling do not provide results 
speci?c to a given deployment of sensors (a more interesting 
case for UGS network operators). They provide average 
results (in the mathematical sense) which have to be used as 
an indication by the operators in order to decide on the param 
eterization of their network. Moreover, they do not provide 
assistance to the operator for placing the nodes in a particular 
geographical zone. Finally, there is no tool with which the 
operator may be informed on the minimum number of nodes 
required for meeting the constraints and operational objec 
tives to be ful?lled. 
[0025] The methods of the state of the art do not provide 
assistance to the UGS network operators for placing the nodes 
and con?guring the parameters of the system within the scope 
of a particular operational background of the camp/ zone 
monitoring type. 
[0026] Moreover, the methods of the state of the art do not 
allow determination of the minimum number of nodes 
required on a set of distinct zones to be monitored, each 
having constraints and particular operational objectives. 

SUMMARY OF THE INVENTION 

[0027] The object of the invention is to propose a method 
and a device for con?guring a network of deposited wireless 
sensors in one or more geographical zones which allow deter 
mination of the number and position of the sensors in order to 
attain performances meeting targeted performance criteria. 
[0028] For this purpose, the object of the invention is a 
method for con?guring a network of deposited wireless sen 
sors of the aforementioned type, characterized in that it 
includes the following steps: 

[0029] 1. De?ning performance criteria forming con 
straints, with associated threshold values, and at least 
one performance criterion to be optimized, for at least 
one zone to be equipped with nodes, each performance 
criterion being de?ned by a model 

[0030] 2. De?ning for said or each zone: 
[0031] a. Characteristics of the zone 

[0032] b. Characteristics of the sensors in the zone 
[0033] 3. Allocating a number of nodes to said or each 

zone to be equipped. 

[0034] 4. Applying an optimization process per zone on 
said or each zone, the zone optimization process apply 
ing the following steps: 
[0035] a. Determining the position of the nodes in the 
zone if there exists a predetermined optimization cri 
terion to be met; 

[0036] b. Determining an operating point if it exists, 
characterizing the behavior of the network of sensors 
in the zone, and 
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[0037] c. Determining the con?guration of the net 
work of sensors in the zone if it exists, de?ning the 
parameters for con?guring the network of sensors, 
and 

[0038] d. Determining the possible need of using more 
nodes or revising the performance criteria de?ned in 
step 1, 

[0039] 5. Increasing the number of nodes or modifying 
the performance criteria de?ned in said or each zone 
where the performance criteria are not met and repro 
ducing in these zones the zone optimization process with 
the new number of nodes of the new performance crite 
ria, and 

[0040] 6. Applying the con?guration determined at each 
node in said or each zone. 

[0041] According to particular embodiments, the method 
includes one or more of the following features: 

[0042] the step for de?ning performance criteria to be 
optimized comprises the de?nition of a threshold value 
to be attained for at least one performance criterion to be 
optimized, and the optimization process per zone 
includes a step for incrementing the number of nodes for 
equipping the zone, if at least one performance criterion 
to be optimized is not met, in order to determine the 
minimum number of nodes required for meeting the 
performance criteria, and reproduction of steps 4a to 4c 
with the new incremented number of nodes; 

[0043] the step for de?ning performance criteria to be 
optimized comprises the de?nition of a threshold value 
to be attained for at least one performance criterion to be 
optimized, and the optimization process per zone 
includes a step for decrementing the number of nodes for 
equipping the zone, if all the performance criteria to be 
optimized are met, in order to determine the minimum 
number of nodes required for meeting the performance 
criteria, and reproduction of the steps 4a to 4c with the 
new decremented number of nodes; 

[0044] the step for de?ning the characteristics of the 
zone comprises the de?nition of a minimum value for 
the size of the zone, and the optimization process per 
zone includes successive steps for incrementing the size 
of the zone and for reproducing steps 4a to 4c with the 
new size of the zone, until there is no operating point 
meeting the performance criteria forming constraints; 

[0045] the predetermined optimization criterion, for 
determining the position of nodes, is to minimize a prob 
ability of non-detection by the network with the as sump 
tion of permanent activation of the sensor of each node; 

[0046] the step for allocating nodes in at least one zone 
comprises the setting of imposed positions for at least 
one node in the zone and the step for determining the 
position of the nodes takes into account the imposed 
positions for at least said node; and 

[0047] the method includes analytical modeling of the 
probability of non-detection of a target applying the 
known positions of the sensor. 

[0048] The obj ect of the invention is a device for con?gur 
ing a network of deposited wireless sensors of the aforemen 
tioned type, including means for applying the steps of the 
method as de?ned above. 

[0049] The object of the invention is also a computer pro 
gram including speci?c instructions applying the method as 
de?ned above, when used on a computer. 
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BRIEF DESCRIPTION OF THE DRAWINGS 

[0050] The invention will be better understood upon read 
ing the description which follows, only given as an example 
and made with reference to the drawings wherein: 
[0051] FIG. 1 is a diagram illustrating a network of depos 
ited wireless sensors or unattended ground wireless sensor 
network protecting a camp; 
[0052] FIG. 2 is a schematic view of the device applying the 
con?guration method according to the invention; 
[0053] FIG. 3 is a ?owchart of the general method accord 
ing to the invention for an exemplary application on 3 geo 
graphic zones; 
[0054] FIG. 4 is a diagram ofan example ofthe successive 
results of the general method according to the invention; 
[0055] FIG. 5 is a ?owchart of a sub-procedure applied in 
the method according to the invention illustrated in FIG. 3; 
[0056] FIG. 6 is a graph showing a space of solutions meet 
ing the performance criteria within the scope of the applica 
tion of a sub-procedure applied in the method according to the 
invention; 
[0057] FIG. 7 is a diagram ofan example ofthe successive 
results of the sub-procedure as described with reference to 
FIG. 5; 
[0058] FIG. 8 is a schematic view of the coverage range of 
a node of the network of sensors; 
[0059] FIG. 9 is a diagram illustrating the sleep cycles of a 
module of a node; 
[0060] FIGS. 10, 11 and 12 are schematic views of the 
coverage ranges of two nodes illustrating different calcula 
tions applied in the method; and 
[0061] FIG. 13 is a view illustrating the deployment of 
sensors in a zone. 

DETAILED DESCRIPTION OF THE INVENTION 

[0062] A top view of a site which has to be protected is 
illustrated In FIG. 1. At the centre is found an encampment 1 
equipped with a monitoring terminal 1A to which possible 
alarms from detection of intrusions are sent back by a network 
of deposited or unattended wireless sensors designated as 
UGS networks in the following. 
[0063] This network includes a set of nodes 2 intercon 
nected by wireless connections 3 directly or indirectly con 
necting the nodes to the monitoring terminal 1A. The indirect 
connections are made as known per se through other interme 
diate nodes. 
[0064] The nodes 2 each correspond to a sensor of the 
network. They each include for example a seismic sensor with 
which vibration of the ground may be detected in its ?eld of 
action when a person or a vehicle penetrates therein. Each of 
the nodes in addition to its own sensor has an own power 
supply source, its means for communicating with the other 
nodes 2 and/or the terminal 1A, its own computing means as 
well as means for saving an operating con?guration and for 
managing its operation according to this con?guration stored 
in memory. 
[0065] In the example of FIG. 1, the nodes 2 are distributed 
in two concentric zones 4A and 4B surrounding the encamp 
ment 1. These zones, currently designated as glacis, form 
zones for detecting a possible intrusion by different nodes 
bearing sensors. In each of these zones, the UGS network is 
con?gured in a different way in order to attain different tar 
geted performances. 
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[0066] The method is applied in a portable device used by 
the operator and notably including, as illustrated in FIG. 2: 

[0067] an information processing unit 5, 
[0068] an information input keyboard 6, 
[0069] a display screen 7 for making information avail 

able to the operator 
[0070] a database 8 notably containing: 

[0071] the characteristics of the nodes which may be 
used and their behavior model; 

[0072] a model for each performance criterion 
depending on the number of deployed nodes; and 

[0073] the method applied according to the invention, 
and 

[0074] a temporary connection interface 9 at each node 
for saving its con?guration in the latter. 

[0075] As known per se, notably from [Meda09], several 
performance criteria, noted as CP, are de?ned for character 
izing the operation of a UGS network in a given zone. For 
example, are considered as CPs: 

[0076] The probability of non-detection (Pmd) 
[0077] The delay for transmitting the alerts (D) 
[0078] The lifetime of the system (L) 

[0079] For each type of CP, the device applying the method 
includes a model in an empirical form (for example an aba 
cus) or in analytical form (a mathematical expression). Each 
model takes into account the con?gurable parameters of the 
system subsequently described in a section (for example: 
placement of the nodes, proportion of the time when the 
sensor module is active [3mm proportion of the time during 
which the radio module is active 660mm) An example for each 
of the CPs mentioned above, is given in the subsequent 
description. 
[0080] Within the scope of deployment of a UGS network 
for monitoring purposes, two categories of CPs are de?ned: 

[0081] The CPs forming constraints (CPCs): these are 
CPs for which the operator de?nes a set of “threshold” 
values, noted as CPC*s, which constrain the operating 
point to be attained. For example, the UGS network 
should operate so that the Pmd is less than (Pmd)*:10%, 
in other words such that the probability of missing a 
target crossing the zone is less than 10%. 

[0082] The CPs to be optimized (CPO): these are CPs for 
which the operator wishes to know the optimum value 
subject to given CPC*s. The CPO type(s) implicitly 
indicate(s) the direction(s) along which an optimization 
technique, POP], de?ned later on in the description, has 
to operate. For example: 
[0083] CPO:{Pmd}: Minimization of the probability 
of non-detection Pmd 

[0084] CPO:{L}: Maximization of the lifetime of the 
system L 

[0085] CPO:{D}: Minimization of the delay for 
transmitting the alerts D 

[0086] For example, the operator wishes to maximize L 
considering constraints on Pm, and D, one has: CPO:{L}, 
CPC:{Pmd, D}, with CPC*:{Pmd*:10% and D*:100 ms}. 
In this case, the optimization technique for example indicates 
that the maximum value of L is 30 days. 
[0087] During the application of the method, the operator 
initially speci?es among the whole of the CPs at least one 
CPC, associated with a CPC* value, and at least one CPO. A 
CP type cannot be both associated with a CPC and a CPO. 
[0088] An n-uplet of values corresponding to different CPs, 
which characterizes the operation of the UGS network for a 
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given proportioning of the system parameters of the UGS 
network, is called an operating point noted as PF. For 
example, for the parameterization (?sens:4%, 660mm:13%) 
and a certain placement of nodes, the operating point PF is 
thus de?ned: Pmd:17% , D:113 ms, L:27 days. 
[0089] The object of the method is to assist an operator in 
charge of the deployment or maintenance of the UGS network 
by assisting him/her with making the system con?guration 
selections considering: 

[0090] Operational constraints. For example: 
[0091] “Threshold” values on the CPCs. For example, 

the operating point on a zone should satisfy the con 
dition that the probability of non-detection of a target 
is less than 10% (Pmd*:10%). 

[0092] Positioning certain nodes by the knowledge 
which the operator has about the site. 

[0093] (optional) “Objective” values on the CPOs. For 
example, the best attainable lifetime is of at least 100 
days. 

[0094] The method may be used for con?guring k sub 
systems deployed in a set of zones to be monitored, noted as 
Z:{Zl, Z2, . . . , Zk}, each zone having speci?c operational 
constraints. 
[0095] In order to determine the optimum con?guration of 
a zone, the method provides two modes which the operator 
may select and which correspond to two different approaches: 

[0096] MODEl: the operator wishes to operate the sub 
system in a way which as a priority meets the constraints 
on certain CPs (CPCs), regardless of the optimum value 
obtained on other CPs (CPOs). 

[0097] In this case, no objective is set on the CP to be 
optimized. The purpose is to determine if it exists, the opti 
mum PF for a given number of nodes, i.e. the PF which 
observes the constraints and gives the best value which may 
be expected for CPO, regardless of the latter. 
[0098] For example, if CPO:{L}, CPC:{Pmd, D}, with 
CPC*:{Pmd*:10% and D*:100 ms}, the method determines 
that the best operating point with 5 nodes, considering L is 
such that: L:30 days, Pmd:10%, D:100 ms. 

[0099] MODE2: the operator wishes to operate the UGS 
network in a way which meets the constraints on certain 
CPs on the one hand and such that the optimum value on 
certain CPs is beyond an objective value, noted as 
CPOobj, on the other hand. 

[0100] An objective is set on the CP to be optimized. The 
purpose is to determine the minimum number of nodes to be 
used such that CPOobj is attained and the constraints are 
observed for the optimum PF. 
[0101] For example, if CPO:{L} with CPOobJ-ILobj-IIO 
days, and CPC:{Pmd, D}, with CPC*:{Pmd*:10% and 
D*:100 ms}, the method indicates that the minimum 
required number of nodes so that the sub-system lasts for at 
least 10 days is of3 nodes. 
[0102] By acting on the number of nodes, their possible 
positions, on the constraints (for example CPC*, size of the 
zone) and de?ned objectives (for example CPOobj), the opera 
tor is invited to perform the global method, noted as PROC_ 
GLOBALZ, iteratively until operating points are found which 
are satisfactory for the whole of the zones within the limit of 
the total number of nodes at his/her disposal. 
[0103] The global method for assisting with the deploy 
ment is noted as PROC_GLOBALZ. This method is applied 
on a set of zones Z, the characteristics and operational con 
straints of which vary. 
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[0104] FIG. 3 shows the operating principle of the global 
method in the case when 3 zones are applied. 

[0105] According to the invention, the method is iterative 
and the main steps are applied several times with different 
numbers of nodes. 

[01 06] Schematically, in order to start using the method, the 
operator: 

[0107] Indicates in steps 10 the invariant characteristics 
of the zones which he/ she desires to protect (for example 
dimensions, initial energy contained in the nodes) 

[0108] Initializes in steps 12 a set of constraint CPCs and 
of objective CPOs which he/ she desires to attain on the 
performance criteria of each zone. 

[0109] 
[0110] Analyzes the results by viewing the zones which 

require more nodes and/or a relaxation of the CPC con 
straints and of the CPO objectives. 

[0111] As long that this has not resulted in a feasible con 
?guration meeting his/her operational needs on each zone 
(for example: there remains zones where no operating point 
meets the constraints, or zones where the objective on the CP 
to be optimized is not attained), the steps of the method are 
reiterated: 

[0112] By increasing in step 14 the number of nodes used 
in certain zones, provided that nodes may be reallocated 
to them. 

[0113] By relaxing in step 16 some of the constraints or 
objectives on the CF to be optimized in these zones. 

[0114] The global method (procedure PROC_GLOBALZ) 
is called as follows. The corresponding inputs and outputs as 
well as its operation are detailed hereafter. 

After iteration of the method, the operator: 

supp 

[0115] 
[0116] The operator de?nes (the corresponding steps of 
FIG. 3 are recalled between brackets): 

[0117] Ntot. The total number of nodes which he/she 
wishes to place (step 20). 

[0118] For each nodej (steps 10) 
[0119] Constants on the nodes: 

[0120] Ej: the initial energy contained in the battery 
of node j 

Inputs 

[0121] 
[0122] 

tem: 

[0123] 
[0124] 

[0125] N PU) the number of sensors to be deployed, the sup 

position of which is not imposed by the operator 

For each zone Z, (steps 10) 
Constants on the proportioning of the sub-sys 

dU): the size of the zone 

Number and positions of the nodes: 

[0126] (optional) POSNOU): the imposed position of a set 
of nodes 

[0127] (optional) Nmaxg): the maximum number of 
nodes to be deployed in the zone. 

[0128] Operational constraints: (steps 12) 
[0129] CPC*(i): the “threshold” value of the CP Con 

straints. 

[0130] (optional) values of low level parameters of the 
system (for example [359,“ the proportion of the time 
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during which the observation module is active, or [360m 
the proportion of the time during which the radio trans 
mission module is active). 
[0131] Strategy: (steps 12) 

[0132] CPOU): the type of CP to be optimized. For 
example CPO:{L, D}. 

[0133] (optional) CPOObjm the <<objective>> value of 
the CP(s) to be optimized 

[0134] The total sum of the NSMPPU) is less than or equal to 
Ntot' 
[0135] Outputs 
[0136] The operator obtains at the output: 

[0137] Nreanoc: the number of nodes which may be real 
located. 

[0138] For each zone Zl 
[0139] POSNreqU): the positioning of the set of nodes 
[0140] PFOPtU): the optimum operating point considering 

the CPC*s (and CPOobj if the latter is de?ned), i.e. the 
CP values which meet CPC* and CPOobj with the low 
level system con?guration of the UGS network corre 
sponding to these values. 

[0141] CONFU): the parameterization of the system (for 
example [359“, 660,") corresponding to the operating 
point PFOPtU) 

[0142] Nreqc): the minimum number of nodes required in 
the zone 

[0144] The method operates iteratively by requesting an 
interaction with the operator at the end of each iteration. In 
particular, an iteration of the global method consists of: 

[0145] Applying an optimization process per zone, by 
applying to steps 22 a procedure PROCZZ- described with 
reference to FIG. 5 or PROC_MAX-SURFACEZZ- on 
each of the zones. 

[0146] Interacting with the operator by showing him/her 
the results on the whole of the zones, notably in the 
zones which require more nodes and/or a relaxation of 
the constraints and objectives. 

[0147] Recording the new inputs to be applied on the 
zones (for example adding nodes, making the con 
straints more ?exible). 

[0148] As long as a feasible con?guration meeting the 
operational needs of the operator is not attained on each zone, 
the method is reiterated by initializing or modifying the set of 
constraints and objectives which the operator wishes to attain. 
[0149] The method may thus be expressed by the following 
algorithm always described with reference to FIG. 3. 

[0150] RETOURICONTINUER /* 
RETURNICONTINUE */ 

[0151] PROBLEMEINULL /*PROBLEM:NULL*/ 
(the variable PROBLEME indicates whether a zone cannot 
satisfy the CPs with the Nre (1(0) 

[0152] Tant que RETOURICONTINUER /* while 
RETURNICONTINUE */ 

For each zone Z, 
[0153] Execute in step 22 the optimization process per 
zone: PROCZZ. 
[0154] Store in step 24: 
[0155] Nreqc) the number of nodes required in the zone 
[0156] POSNU) the positioning of the nodes in the zone 
[0157] PFOPtU): the optimum operating point if it has been 
determined 
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[0158] 
system 
[0159] MSG): the output pattern of PROCZZ 
If the output pattern of PROCZ, is 

CONFU): the parameterization of the corresponding 

ECHEC_CONTRAINTES-IRREALISABLES 
/*FAILURE_UNACHIEVABLE-CONSTRAINTS */ or 
ECHEC_CPO-OBJECTIF-INATTEIGNABLE 
/*FAILURE_CPO-UNATTAINABLE-OBJECTIVE */ 

[0160] PROBLEMEIVRAI /*PROBLEM:TRUE */ 
A test is conducted in step 26 in order to determine according 
to the value of the variable PROBLEME, whether the CPs 
cannot be attained in at least one zone. 

If PROBLEMEINULL /* PROBLEMINULL */ 

[0161] Display, in step 28, for each zone: N 
POSNU), CONFU) and the output pattern. 
[0162] RETOURISTOP /* RETURNISTOP */else: 
[0163] Calculate, in step 30, the required accumulation of 
nodes at least on the whole of the zones and the number of 
nodes which may be potentially reallocated Nrea?oc. 
In step 32, a test is conducted on the value of Nrea?oc, 
[0164] IfNreaHOC is zero 
[0165] The operator is informed in step 14 that it is impos 
sible to con?gure a UGS network over the whole of the zones 
within the limit of the available nodes and considering the 
optionally de?ned constraints and objectives. 
[0166] Suggest in step 14 relaxation of the optionally 
de?ned constraints and/or objectives in the zones for which 
the output pattern is ECHEC_CONTRAINTES-IRREALIS 
ABLES or ECHEC_CPO-OBJECTIF-INATTEIGNABLE 

req 5 opt s 

/* FAILURE_UNACHIEVABLE-CONSTRAINTS OR 
FAILURE_CPO-UNATTAINABLE-OBJECTIVE*/ 

[0167] RETOURISTOP /* RETURNISTOP */ 

Else 

[0168] The nodes available at the zones having returned 
ECHEC_CONTRAINTES-IRREALISABLES /* FAIL 
URE_UNACHIEVABLE-CONSTRAINTS */ or ECHEC_ 
CPO-OBJECTIF-INATTEIGNABLE /* FAILURE_CPO 
UNATTAINABLE OBJECTIVE */ are reallocated to the 
operator in step 16. 
[0169] In steps 10 and/or 12, store in memory the new 
allocation of nodes per zone and/ or the new constraints and/or 
the new objectives. 
[017 0] PROBLEMEINULL /* PROBLEMINULL */ 
[0171] Start again 

Iteration Example of the Global Method 

[0172] FIG. 4 shows the course of the global procedure on 
three zones where 2 iterations will be necessary for ?nding a 
feasible con?guration over the whole of the zones. 
[0173] The operation of the optimization process on a zone 
Z noted as PROCZ will now be described with reference to 
FIG. 5. It may be instantiated according to the two modes 
MODE1 and MODE2 described earlier. 
[0174] The inputs and corresponding outputs are detailed 
hereafter. 

opp req: 
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Inputs 

[0175] The following inputs may be initialized by the 
operator upon the ?rst call to the procedure, or incremented or 
decremented during an iteration of the procedure. 
[0176] The inputs are distributed as follows: 

[0177] Constants on the nodes: 
[0178] Ej: the initial energy contained in the battery of 

the node j 
[0179] Constants on the proportioning of the system: 

[0180] d: the dimension of the zone (for example the 
1,000 m width of the square zone to be monitored) 

[0181] Number and positions of the nodes: 
[0182] NW”: the number of sensors to be deployed, 

the position of which is not imposed by the operator. 
[0183] (optional) POSNO: the desired position of a 

sub-set N0 of nodes. 
[0184] (optional) Nmax: the maximum number of 
nodes to be deployed in the zone if the operator has a 
limited number of nodes 

[0185] Operational constraints 
[0186] CPC*: the “threshold” value of the CP con 

straints. For example: 
[0187] Pmd*:10% (Non-detection probability of less 

than 10%) 
[0188] D*:100 ms (Delay for transmitting the alert to 

the gateway node of less than 100 ms) 
[0189] L*:30 days (Lifetime of the system greater than 
30 days) 
[0190] (optional) If need be, forcing the low level 

parameters of the system: 
[0191] [358”5:10% (proportion of the time during which 

the observation module is active, here 10%). 
[0192] 660mm:10% (proportion of the time during which 

the radio transmission module is active, here 10%). 
[0193] Strategy 

[0194] CPO: the type of CP to be optimized. For 
example, CPO:{L, D}. 

[0195] (optional) CPOobj: the objective value of the 
CP to be optimized. 

Outputs 

[0196] The method produces at the output: 
[0197] POSN: the positioning of the whole of the 

required nodes 
[0198] PFOPt: the optimum operating point considering 

the CPC* and CPOobj (if this parameter is de?ned), i.e. 
the CP values which satisfy CPC* and CPOobj (if this 
parameter is de?ned), with the low level con?guration of 
the UGS network corresponding to these values. 

[0199] CONF: the parameterization of the system (for 
example [359“, 660,") corresponding to the operating 
point PFOPt 

[0200] Nreq: the required number of nodes. Depending 
on the mode in which the process operates, this number 
of nodes may differ from the number of initially allo 
cated nodes at the input (in MODE2, the process may 
determine that a number greater than, or less than the 
initial NSHPP is required for satisfying the objective value 
on CPO) 

[0201] MS: the output pattern 
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[0202] ECHEC_CONTRAINTES-IRREALIS 
ABLES: there is no way for con?guring the systems 
so that an operating point satis?es the CPC* 
<<threshold>> values 

[0203] ECHEC_CPO-OBJECTIF-INATTEIGN 
ABLE: it is not possible within the limit of the number 
of available nodes to ?nd an operating point such that 
the objective on CPO is attained. 

[0204] SUCCES_PAS-DE-CPO-OBJECTIF 
DEFINI /*SUCCESS_NO-DEFINED-CPO-OB 
JECTIVE */: for the number of nodes used, the initial 
NW”, at least one operating point exists which meets 
the constraints. The procedure then indicates the best 
of the operating points considering the CPO (the opti 
mum value of CPO is unimportant). 

[0205] SUCCES_CPO-OBJECTIF-ATTEINT-MIN 
NOEUDS: (SUCCES_CPO-OBJECTIVE 
ACHIEVED-MIN-NODES): the required number of 
nodes Nreq (possibly different from the initial N51,”) 
is minimum so that the best attainable operating point 
satis?es both the constraints and the objective value 
on CPO. 

[0206] For a given number of nodes, the process PROCZ 
determines in a zone: 

[0207] The optimum geographical position of the whole 
of the nodes. 

[0208] The optimum operating point considering CPO 
and threshold values on the CPCs (i.e., CPC*), as well as 
the parameterization of the corresponding system. 

[0209] In MODE 1, the process PROCZ shows the above 
results to the operator at the end of an iteration of the proce 

dure PROC_GLOBALZ. 
[0210] In MODE2, the process PROCZ iterates on the num 
ber of nodes used until the minimum required number of 
nodes is determined in order to attain an <<obj ective>> value 
on the CPOs. For this number of nodes, the process PROCZ 
shows the results to the operator at the end of an iteration of 
the procedure PROC_GLOBALL. 
[0211] The method operates stepwise as follows: 

[0212] RETOURICONTINUER; CPO_OK:NULL 
/*RETURN:CONTINUE; CPO_OK:NULL */ 

[0213] Tant que RETOURICONTINUER /* while 
RETURNICONTINUE */ 

[0214] In step 50, the position of the whole of the nodes 
noted as POSN is determined 
[0215] POSN is the whole of the positions of the nodes 
which maximize the non-detection probability in the hypo 
thetical situation when the sensor module of each node is 
constantly active (i.e., [358“:1). 

POSNIFPOS(POSNO, N d) supp: 

[0216] wherein POSNis the geographical position of the set 
of the nodes deployed in the zone. This set includes the NO 
nodes, the position of which is set by the operator and the 
additional NSHPP nodes to be placed in the zone. 
[0217] Keep POSN in memory 
[0218] and wherein FPO is the optimization technique 
described below. 
[0219] The optimization function FPOS is applied in order to 
determine the optimum positioning of a certain number of 
sensors inside a zone. 

[0220] In order to suggest a positioning of the nodes in a 
coverage zone, the non-dominated sorting genetic algorithm 
techniques known per se are applied. FPOS then determines the 

5 
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whole of the positions of the nodes such that the value of Pmd 
is minimum in the case when the sensor modules of the nodes 
are permanently active. 
[0221] It is possible to set upon input the position of a 
certain number of nodes. 
[0222] FPOS inputs 

[0223] (optional) the predetermined positioning of a 
subset of nodes POSNO 

[0224] the number of nodes, the position of which is not 
imposed by the operator 

[0225] d: the dimension of the zone 
[0226] FPOS outputs 

[0227] POSNO: the position of the set of nodes 
By knowing POSN, the space of the solutions noted as ECPm, 
CPC, is determined in step 52. 
[0228] This space gives the whole of the particular realiza 
tions of CPO which are obtained for any CPC below the CPC* 
“threshold” values. This set may be viewed as a multi-dimen 
sional graph G as illustrated in FIG. 6. 

ECPC*,CPO:{CPC(°), CPo<°> such that CPO(°):FOPI(CPC(O), 
POSN) 
for any CPC(O) which satis?es CPC*} 
[0229] wherein FOPT designates a single- or multi-obj ec 
tive optimization technique described below. 
[0230] By using the analytical models described earlier, 
two optimization methods may be used depending on 
whether it is sought to determine the optimum value of one or 
more performance criteria subject to certain constraints. 
[0231] The applied optimization method is called FOPT 

[0232] When a single performance criterion has to be 
optimized, FOPT designates a single-obj ective optimiza 
tion technique, such as optimization by gradient descent. 

[0233] The latter may be applied if the whole of the 
identi?ed equations for modeling the systems forms a 
convex set. 

[0234] When two or more performance criteria have to 
be optimized, FOPT designates a multi-objective optimi 
zation technique, which allows simultaneous optimiza 
tion of contradictory objective functions, subject to cer 
tain optional constraints. For example, we may use a 
classi?cation method based on Pareto optimality, 
involving recent techniques, i.e. the Non-dominated 
Sorting Genetic Algorithm-II) 

[0235] FOPTinputs 
[0236] the positioning of the set of nodes POSN 
[0237] CPC(O): the set of the values of the CP constraints 
[0238] CPO: the set of the CPs, the value of which has to 

be optimized 
[0239] d: the dimension of the zone 

[0240] F0” outputs 
[0241] CPOOPt(O): the set formed with the optimum val 

ues for each CP included in CPO 
[0242] For example, if the operator chooses to have: 

[0243] CPC:{D, Pmd} with CPC*:{D*:100 ms, 
Pmd*:10%} 

[0244] CPO:{L} 
[0245] Then E17*:100 msfmd:10%, L:{L0pt(0)’ (Pmd)max(0)5 
Dmaxw) such that: 

Lopt(0):FOPT((Pmd)ma_x(O)$Dmax(O)) and [0247] Still in this example, the graph G is then such that in 

FIG. 6, G notably includes points indicating that: 
[0248] The maximum lifetime is 18 days with (Pmd) 
max:2% and Dmax:80 ms. 
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[0249] The maximum lifetime is 13 days with (Pmd) 
max:10% and Dmax:60 ms. 

An exploration of the results is carried out during the phases 
60. 
[0250] a) If: ECPC*, CPO is void during step 62 
[0251] For example, there exists no PF with 5 nodes in the 
zone such that Pmd<l % and D<15 ms. It is then impossible to 
determine an achievable value, and a fortiori an optimum 
value for the lifetime. 
[0252] Tell the operator in step 64 that it is possible to 
con?gure and operate the UGS network in an operating point 
such that the threshold values on the CP constraints are sat 
is?ed. 
[0253] Suggest in step 64 that the operator try again by 
modifying the initial input parameters. For example, the 
operator may: 

[0254] Increase the number of nodes NSHPP 
[0255] Relax the “threshold” values imposed to the 
CPCs. 

[0256] RETOURIECHEC_CONTRAINTES-IRRE 
ALISABLES (step 66) 

[0257] /* RETURNIFAILURE_UNACHIEVABLE 
CONSTRAINTS */ 

[0258] b) Else: ECPC*,CPO is non-void (CPOPerfexists) (test 
carried out in 62) 
[0259] In step 68 the most performing value of CPOperfis 
determined on the space of the solutions ECPC*,CPO (if it is 
non-void) 
[0260] The most performing value of CPO on the space of 
solutions ECPC*,CPO is noted as CPOPe 
[0261] For example, Lpe,f(Pmd*,D*):max Loptw) on the set 
Emimdi.’ L. In the example Lperf (Pmd*:10%,D*:100 
ms):25d considering EDEIOOms’PdelOO/o, L 
[0262] The optimum operating point is noted as PFOPt such 
that CPOICPOPerf and CONF is the parameterization of the 
system with which PFOPL may be attained. 
[0263] Determining and keeping PFOPt and CONF in 
memory. 

[0264] 
mode. 
i) If no objective was de?ned on the CPOs (MODEl), i.e. the 
operator seeks to operate the UGS network in a PE meeting 
the constraints (CPC*) and limits himself/herself to knowing 
the most performing value on a CP to be optimized (CPO). 
[0265] Displaying, in step 72, the optimum operating point 
and the con?guration obtained in step 54, as well as the 
topology obtained in step 50 and the number of nodes used 
(Nsupp+NO) 
[0266] RETOURISUCCES_PAS-DE-CPO-OBJECTIF 
DEFINI (step74) 
[0267] /*RETURNISUCCESS_NO-DEFINED-CPO 
OBJECTIVE */ 

[0268] Start again 
ii) Else: an objective CPOobj was de?ned on CPO (MODE2) 
[0269] A test is carried out in step 76 for de?ning the 
attaining of the obj ective CPO_OK. 
[0270] (1) If CPOPerf does not satisfy CPOobj (if the best 
performance attainable on the CP to be optimized is below the 
objective) 

[0271] If CPO_OK:VRAI /*If CPO_OK:TRUE*/ 
(step 78) 

[0272] Display in step 80 the optimum operating point and 
the con?guration obtained in step 54 at the preceding itera 

A test is carried out in step 70 for de?ning the return 
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tion, as well as the topology obtained in step 50 and the 
number of nodes used (NSMPP+NO) at the preceding iteration. 
RETOURISUCCES_CPO-OBJECTIF-ATTEINT-MIN 
NCEUDS (step 82) 

/*RETURN:SUCCES S_CPO-OBJECTIVE-ACHIEVED 
MIN-NODES */ 

[0273] Start again 
[027 4] Else (i.e. CPO_OK:FAUX 
OKIFALSE*/ or CPO_OK:NULL) 

[0275] CPO_OK:FAUX (step 83) /*CPO_OK:FALSE*/ 
[0276] A test is carried out in step 84 for de?ning whether 
NSMPP is equal to the available maximum optionally de?ned in 
step 84. 
[0277] If NSMPP 
maximum. 

[0278] Display in step 86 the optimum operating point and 
the con?guration obtained in step 54, as well as the topology 
obtained in step 50 and the number of nodes used (NSMPP+NO) 
[0279] RETOURIECHEC_CPO-OBJECTIF-INAT 
TEIGNABLE (step 88) 

is equal to the optionally de?ned available 

[0280] /* RETURNIFAILURE_CPO-UNATTAINABLE 
OBJECTIVE*/ 
[0281] Else 

[0282] Increment NSMPP in step 90 
[0283] Start again 

[0284] (2) Else: CPOPerfsatis?es CPOobj in step 76 (i.e. the 
best attainable performance on the CP to be optimized is 
beyond the objective) 
[0285] A test on the value of CPO_OK is carried out in step 
92 

[0286] 
[0287] then: 

[0288] Display, in step 80, the optimum operating point and 
the con?guration obtained in step 54, as well as the topology 
obtained in step 50 and the number of nodes used (NSHPP+NO) 
[0289] RETOURISUCCES_CPO-OBJECTIF-AT 
TEINT-MIN-NCEUDS (step 82) 
[0290] /*RETURNISUCCESS_CPO-OBJECTIVE 
ACHIEVED-MIN-NODES*/ 
[0291] Start again 
[0292] Else (i.e. CPO_OK:VRAI /*CPO_OK:TRUE*/ 
OR CPO_OK:NULL) 

[0294] A test on the number of nodes used is compared with 
unity in step 94. 
[0295] If the number of nodes is strictly greater than 1 

[0296] Start again by using less nodes (i.e. decrementing 
NSMPP) in step 96 

[0297] Else 
[0298] Display in step 80 the optimum operating point and 
the con?guration obtained in 3), as well as the topology 
obtained in 1) and the number of nodes used (NSMPP+NO) 
[0299] RETOURISUCCES_CPO-OBJECTIF-AT 
TEINT-MIN-NITUDS (step 82) 
[0300] /*RETURNISUCCESS_CPO-OBJECTIVE 
ACHIEVED-MIN-NODES*/ 
[0301] Start again 
[0302] FIG. 7 shows the outputs which may be produced by 
the procedure PROCZ on two zones, each of them using a call 
mode of the procedure. 
[0303] In the zone Z1,MODE1 is used because the operator 
wishes to know the con?guration which as a priority meets 
the constraints on Pm, and D, and secondarily gives the best 

If CPO_OK:FAUX /* CPO_OK:FALSE */ 
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lifetime. For the given number of nodes, the process deter 
mines the best operating point if it exists. 
[0304] In the zone Z2, MODE2 is used because the operator 
wishes to know the con?guration which meets the constraints 
on Pm, and D, and such that the best lifetime is beyond an 
objective. After a few iterations, the process determines the 
minimum required number of nodes so that the best operating 
point if possible satis?es both the constraints and the objec 
tive. This minimum number of nodes is possibly greater than 
or less than the number of nodes initially allocated to the 
zone. 

[0305] An alternative noted as PROC_MAX-SURFACEZ 
of the procedure PROCZ, illustrated in FIG. 5, consists of the 
determining the maximum surface area of a zone such that 
there exists an operating point meeting the performance cri 
teria. 
[0306] For example, by having 15 nodes, the operator 
wishes to know what is the maximum coverage of the zone 
around a given location, which will guarantee him/her that the 
non-detection probability is less than 10%. 
[0307] The procedure is noted as PROC_MAX-SUR 
FACEZ(CPC*, NM”) or, in order to simplify PROC_MAX 
SURFACEZ The procedure operates as follows, the inputs 
and corresponding outputs are detailed hereafter. 

PROCiMAX-SURFACEACPCKC,N):(P0SNPF01,,, 
CONEMS) 

Inputs 

[0308] The following inputs are initialized by the operator 
upon the ?rst call to the procedure. 
[0309] The inputs are distributed as follows: 

[0310] Constants on the proportioning of the system: 
[0311] dmin: the minimum dimension of the zone (for 
example a width of the square zone to be monitored of 
at least 1 m) 

[0312] C: the position of the centre of the zone 
[0313] Ei: The initial energy contained in the batteries 

[0314] Number of nodes: 
[0315] N: the number of sensors to be deployed, the 

position of which is not imposed by the operator 
[0316] Operational constraints 

[0317] CPC*: the “threshold” value of the CP con 
straints. For example: 
[0318] Pmd*:10% (N on-detection probability of 

less than 10%) 
[0319] (optional) If need be, forcing the low level 

parameters of the system. 
[0320] Strategy 

[0321] CPO: the type of CP to be optimized. For 
example, CPO:{L, D}. 

Outputs 

[0322] The procedure produces as output: 
[0323] dmax: the maximum size of the zone 
[0324] PFOPt: the optimum operating point considering 

the CPC*, i.e. the CP values which meet CPC* with the 
low level con?guration of the UGS network correspond 
ing to these values. 

[0325] CONF: the parameterization of the system (for 
example [358“, 660,") corresponding to the operating 
point PFOPt 

[0326] POSN: the positioning of the whole of the nodes 
in the obtained zone of maximum size. 
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[0327] MS: the output pattern 
[0328] ECHEC_IMPOSSlBLE-POUR-TAILLE 
MINIMALE 

[0329] /* FAILURE_IMPOSSlBLE-FOR-MINI 
MUM-SlZE*/: There is no way for con?guring the 
system so that an operating point meets the CPC* 
<<threshold>> values for the minimum size of the 
zone. 

[0330] SUCCES_TAILLE-MAXIMALE-AT 
TEINTE: 

[0331] /* 
TAINED*/ 

SUCCESS_MAXIMUM-SlZE-AT 

Progression 

[0332] For a given number of nodes, the process PROC_ 
MAX-SURFACE determines in a zone: 

[0333] The optimum geographical position of the whole 
of the nodes 

[0334] The optimum operating point considering CPO 
and the <<threshold>> values on the CPCs (i.e., CPC*), 
as well as the parameterization of the corresponding 
system 

[0335] As long as there exists an optimum operating point, 
the process PROC_MAX-SURFACE iterates on the size of 
the zone until the maximum size is determined so that an 
optimum operating point exists. For this maximum size, the 
process shows the results to the operator at the end of an 
iteration of the procedure PROC_GLOBALZ. 
[0336] The method operates stepwise as follows: 

[0337] RETOURICONTINUER; 
/ * RETURNICONTINUE */ 

[0338] dIdMZ-n 
[0339] dstep, the incrementation step of d 

[0340] Tant que RETOURICONTINUER 
RETURNICONTINUE’W 

/*While 

1) Determining the Position of the Set of Nodes Noted as 
POSN 

[0341] POSNis the set of the positions of the nodes which 
minimizes the non-detection probability in the hypothetical 
situation when the sensor module of each node is perma 
nently active (i.e., BsensII) 

POSN:FPOS(Ns d) 

[0342] wherein FPOS is the optimization technique 
described in section 6.4 “Optimization techniques”. 

Keeping POSN in memory. 
2) with the Knowledge of POSN, Determine the Space of 
Solutions Noted as ECPCWPO. 

[0343] This space gives the whole of the particular realiza 
tions of CPO which are obtained for any CPC beyond the 
CPC* “threshold” value. This set may be viewed as a multi 
dimensional graph G. 

For any CPC(O) which satis?es CPC*} 
[0344] wherein FOPT designates a single- or multi-objec 
tive optimization technique as described earlier. 
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3) Exploration of the Results 

[0345] a) If: ECPC*,CPO is void. 
[0346] For a zone centered on C and of size d, it is impos 
sible to con?gure and operate the UGS network in an oper 
ating point so as to meet the constraints. 
[0347] (For example, in a zone with a width of 1,000 m 
where 5 nodes are deployed, it is impossible to ?nd a con 
?guration of the UGS network such that Pmd<10%.) 
[0348] If dIdMZ-n 
[0349] For the minimum size of the zone, it is impossible to 
con?gure and operate the UGS network in an operating point 
such that the constraints are satis?ed. 

[0350] RETOURIECHEC_IMPOSSIBLE-POUR 
TAILLE-MINIMALE 

[0351] /* RETURNIFAILURE_IMPOSSIBLE-FOR 
MINIMUM-SIZE */ 

[0352] Start again. 
[0353] Else 
[0354] dMMId—dstep 
zone) 
Determine the most performing value of the CPO, noted as 
CPOPW, for the space of solutions ECPC*,CPO kept in memory 
at the preceding iteration. 
Display the optimum operating point, the topology kept in 
memory at the preceding iteration and the obtained maximum 
size dmax. 
[0355] RETOURISUCCES_TAILLE-MAXIMALE-AT 
TEINTE 
[0356] /* RETURNISUCCESS_SIZE-MAXIMUM-AT 
TAINED */ 

(Determine the maximum size of the 

[0357] Start again. 
[0358] b) Else: ECPC*,CPO is non-void 
[0359] d:dmin+dstep (Increment the size of the zone) 
[0360] Store the graph G in memory representing ECPC*, 
CFO and the topology determined in 1). 
[0361] Start again 
[0362] The optimization process is achieved on a descrip 
tion of the system in the form of a “system model”. This 
model consists of functions or relationships between the 
parameters describing the operation of the system. It allows 
performance indicators to be derived on which the operator 
places objectives (for example maximization of the lifetime 
of the system L). The method may for example include the 
following functions: 

[0363] Pdef (PosN, [358”): Non-detection probability as 
a function of the position of the nodes PosN and of the 
proportion of the time during which the observation 
module is active, [358“. PosN has an in?uence on the 
capability of a sensor of detecting the target when it is 
within range. 

[0364] D:h(PosN, 660mm): Delay for transmitting the 
alerts versus the position of the nodes PosN and the 
proportion of the time during which the radio transmis 
sion module is active 660mm. PosNhas an in?uence on the 
number of radio hops and [360mm on the delay at each hop 
in the case of the use of X-MAC for example. 

[0365] L:g(Bcomm, [3mm NW8”): Lifetime of the system 
versus the dedicated effort level for the sensor portion 
(for example [358“) and for the network portion (for 
example 660mm), and versus the average number of tar 
gets detected per day Ntmget. 

[0366] Subsequently in this section, 3 functions are shown 
which characterize the operation of the system. These func 
tions characterize the non-detection probability Pmd, the life 
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time of the system L and the alert transmission delay D. The 
extension of the formulation of the non-detection probability 
Pmd proposed by [Lazos09] within the framework of the use 
of sleep cycles, forms a contribution of this document. The 
remainder of the formulations is taken again from the state of 
the art. 
[0367] It should be noted that optimization techniques used 
for determining the operating points of the system are generic 
so that other models may be integrated into the system. This 
may allow re?ning of the modeling of the system and/or 
extension of the performance indicators characterizing the 
operation of the system. 
[0368] Assumptions 
[0369] In order to be able to calculate Pmd (the non-detec 
tion probability), the following assumptions are made. The 
zone of interest to be monitored is a square of width ds 
(dimension: [m]). N sensor nodes having circular coverages 
of radius rs illustrated in FIG. 8 are then deployed for detect 
ing the presence of targets in the zone. The relevant behav 
ioral model of targets assumes a uniform rectilinear move 
ment where the trajectory is characterized by an arrival angle 
0. The constant speed is v (dimension: [m/s]). As the entry 
point of these targets is unknown a priori, it is randomly 
selected on the contour of the zone. 
[0370] The sensor nodes include at least two sub-modules: 
(i) the sensor module (for example a transducer) and (ii) the 
wireless communication module. In order to reduce the con 
sumption of both of these modules, duty cycles are used. 
These cycles alternatively consist of a phase during which the 
module is active and a phase during which the module is 
inactive. They are characterized by two parameters: the 
period of the cycle Tsens (dimension: [s]) and the proportion of 
the time B sens in [0,1] during which the module is active as 
illustrated in FIG. 9. In the remainder of the document, the 
parameters are (658,“, Tsens) and (660mm, Tcomm) for respec 
tively the sensor module and the communication module. The 
consumed power when the sensor module is active is Qsens. In 
the remainder of the calculation, we also consider that all the 
sensor nodes have the same values for the parameters rs, [358“, 
and Tsens. 
[0371] Modeling the Non-Detection Probability Pmd 
[0372] Let us consider N sensor nodes placed in a certain 
way and let us consider BSEMSII, the detection probability 
corresponding to the probability that the trajectory of the 
target crosses at least one sensor Pd is expressed in the fol 
lowing way: 

Pfl—PdePU?A IUAZLJ . . . UAN» (1) 

wherein l is the line corresponding to the trajectory of the 
target, Al. the surface area of the range of the sensors of the 
node i. 
[0373] Equation (1) may be rewritten by using the Feller’s 
inclusion-exclusion principle, as the sum of the joint prob 
abilities that a line cuts various sensor coverages. One then 
has: 

[0374] According to [Lazos09], the case of deterministic 
deployment of the sensor nodes cannot be easily calculated 












