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(57) ABSTRACT

The method for configuring a network of deposited wireless
sensors. In certain aspects, these methods include defining
performance criteria forming constraints, with associated
threshold values, and at least one performance criterion to be
optimized, for at least one zone to be equipped with nodes,
each performance criterion being defined by a model; defin-
ing for said or each zone; the allocation to said or each zone to
be equipped, a number of nodes; applying an optimization
process per zone on said or each zone; increasing the number
of'nodes or modifying the performance criteria defined in said
or each zone where the performance criteria are not met and
reproducing in these zones the optimization process per zone
with the new number of nodes or the new performance crite-
ria, and applying the configuration determined at each node in
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METHOD AND TOOLING FOR
CONFIGURING A NETWORK OF
UNATTENDED GROUND WIRELESS
SENSORS

CROSS-REFERENCE TO RELATED
APPLICATIONS

[0001] This is a continuation application of U.S. patent
application Ser. No. 13/097,125 filed on Apr. 29, 2011, which
claims priority to French Patent Application No. 10 01869
filed on Apr. 30, 2010. The above-identified patent applica-
tions are incorporated herein, by reference, in their entireties.

FIELD OF THE INVENTION

[0002] This invention relates to a method for configuring a
wireless network of unattended ground sensors, of the type
consisting of interconnected nodes each including a sensing
module named a sensor, an own power supply source, com-
puting means, communication means, means for saving an
operating configuration and means for managing its operation
according to this configuration stored in memory.

BACKGROUND OF THE INVENTION

[0003] Networks of unattended ground wireless sensors
designated as UGS networks (Unattended Ground Sensor
networks), are intended to detect an intrusion in a zone to be
monitored and inform about this intrusion after detection.
They consist of stand-alone devices forming nodes which
have a stand-alone power supply, radio communications
capabilities, observation capabilities (via the use of transduc-
ers or more complex modules), and (more or less high) com-
puting capacities.

[0004] These nodes are set in a network most often by using
self-organization functions in the fashion of so-called ad hoc
networks. In this case, since communication is a priori only
possible between the nodes within radio range, a routing
protocol (for example Direct Broadcasting) then ensures the
relay of data packets in order to ensure connectivity from one
end to the other when this is allowed by the topology of the
network.

[0005] In UGS networks, the nodes are dropped (for
example jettisoned by an airplane, deposited by an operator
on foot) in a localization or a given geographical zone in order
to accomplish a monitoring function. The dropped sensors
monitor collaboratively (or not) the activities of interest (for
example, intrusions) in the zone where they operate, and then
return alerts to so-called gateway nodes so that they are trans-
mitted to other portions of the monitoring system (for
example a control and monitoring centre, other sensors,
actuators).

[0006] UGS networks have military applications within the
scope of monitoring missions, but also civil applications for
monitoring critical infrastructures (for example classified
factories, bridges) or for environmental monitoring (for
example seismic risk, agriculture, ecology).

[0007] UGS nodes generally have power supply con-
straints. In the majority of the cases, they operate on a battery.
In order to save on the battery, they are equipped with an
intermittent standby mechanism for the measurement sensors
and the transmission means.

[0008] The operator should then upon deployment or dur-
ing operation, decide on a certain number of parameters of the
system, i.e.:
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[0009] The location of each node, which has an influence
on the performance in terms of detection.

[0010] The duration during which and the number of
times a sensor observes a phenomenon which has an
influence on the power consumption of the sensor and
more globally, a global impact on the lifetime of the
system and on the degradation over time of its detection
performances.

[0011] The duration during which and the number of
times a sensor activates its wireless communication
interface for receiving or sending information has an
impact on the lifetime of the sensor and on the network
performances, notably in terms of transmission delay.

[0012] The selection of the parameters of the system
strongly influences its performances.

[0013] For example the following performance indicators
are defined:

[0014] P, (Probability of miss-detection): this is the
probability that the network does not detect an event (for
example the arrival of a target or a phenomenon) while
being aware that it has occurred. This probability for
example depends on the level of vigilance of the nodes
(for example the sampling frequency of the seismic sig-
nal), on their geographic position, on the capability of
the sensors of collaboratively correlating their observa-
tions.

[0015] Far (False alarm rate): this is the number of times
per unit time that the system sends back alarms relating
to uninteresting events. For example, if the system sends
back an alarm stating that a pedestrian has just entered
the zone, when this is simply wild game. Classification
techniques (which may be distributed) are generally
used or <<disambiguating>> the alarms.

[0016] D (Delays for transmitting the alert): this is the
delay for transmitting the alert to the gateway node. This
delay generally depends on the MAC (Medium Access
Control) protocol and on the routing used as well as on
the associated parameters.

[0017] L (Lifetime ofthe system): this indicator gives the
time during which the system is considered as opera-
tional. It may be computed in different ways, for
example: the time until at least one sensor lacks power
for operating.

[0018] In UGS networks, the operating unit in charge of its
configuration and of its deployment should therefore decide
on the system parameters corresponding to a given operating
point (for example Pmd<10%, 10 deployed nodes). This
problem is difficult and requires good understanding of the
compromises encountered by the system, the latter being
strongly related to the selected protocols, to the behaviors of
the hardware modules, etc.

[0019] InT.He,S. Krishnamurthy, L. Luo, T. Yan, L. Gu, R.
Stoleru, G. Zhou, Q. Cao, P. Vicaire, J. A. Stankovic, T. F.
Abdelzaher, J. Hui, and B. Krogh, “Vigilnet: An integrated
sensor network system for energy-efficient surveillance,”
ACM Trans. Sen. Netw., Vol. 2, no. 1, pp. 1-38, February
2006, the authors present the design and the application of a
monitoring system, designated as VigilNet, based on a UGS
network. The authors show the compromises which such a
system encounters within the framework of the use of duty
cycles. In an extension of the preceding investigations, J.
Jeong, Y. Gu, T. He, and D. Du, “VISA: Virtual Scanning
Algorithm for Dynamic Protection of Road Networks,” in
Proc. of 28th IEEE Conference on Computer Communica-
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tions (INFOCOM 09), Rio de Janeiro, Brazil, April 2009,
proposes the detection of the passing of vehicles along a road.
Each sensor periodically performs detection. The proposed
strategy consists of defining a scheduling of these detection
periods as a periodic scanning over the whole length of the
monitored road segment.

[0020] InL.Lazos, R. Poovendran, and J. A. Ritcey, “Ana-
Iytic evaluation of target detection in heterogeneous wireless
sensor networks,” ACM Trans. Sensor Networks, Vol. 5, no.
2, pp. 1-38, March 2009 noted as [Lazos09], the authors
consider a UGS network wherein: (1) the sensors perma-
nently observe the appearance of the target in their coverage
zone, (2) the targets have an arbitrary incidence but a recti-
linear trajectory. The authors propose the use of analytical
geometry with integration in order to calculate the detection
probability of these targets by at least one sensor within the
framework of a deterministic (i.e., knowing the positions of
the sensors) or stochastic (i.e., only knowing the number of
sensors) deployment. In the stochastic case, an exact math-
ematical expectation is found for the non-detection probabil-
ity. In the deterministic case, the authors give a formulation of
the lower and upper limits which does not take into account
the existence of cycles for activating/putting on stand-by the
measurement and/or communication modules.

[0021] In P. Medagliani, J. Leguay, V. Gay, M. Lopez
Ramos, G. Ferrari. “Engineering Energy-Efficient Target
Detection Applications in Wireless Sensor Networks.” Con-
ference IEEE Percom 2010 (Mannheim, Germany, March
2010) designated in the following by [Meda09], the authors
consider the case of stochastic deployment and extend the
work of L. Lazos, R. Poovendran, and J. A. Ritcey, “Analytic
evaluation of target detection in heterogeneous wireless sen-
sor networks,” ACM Trans. Sensor Networks, Vol. 5, no. 2,
pp- 1-38, March 2009, by integrating the fact that the sensors
may perform their observation periodically (and not perma-
nently) in order to reduce their power consumption. The
authors also propose modeling of the delay for transmitting
the alerts by considering the case of the X-MAC protocol,
which also uses periodic activations/deactivations of the com-
munication interface in order to reduce power consumption.
Finally, this work comprises a model of the power consump-
tion of a network of sensors, giving the possibility of more
globally inferring the lifetime of the network from the
remaining power and from the activity/vigilance level of the
UGS network. The authors show the use of this analytical
framework with multi-objective optimization techniques.
This allows the operator to view the global performances of
the system depending on its constraints (for example lifetime,
detection performance). The operator may thereby perceive
the compromises with which he/she has to cope and decide on
the configuration which he/she desires to adopt. The proposed
tool is used for a fixed number of nodes, randomly deployed.

[0022] InJ. J. Sylvester, “On a funicular solution of Buf-
fon’s “problem of the needle” in its most general form,” Acta
Mathematica, Vol. 14, no. 1, pp. 185-205, 1890., Sylvester
tackles the so-called needle geometrical problem: a plane is
striated with parallel lines spaced out by a distance. A needle
oflengthlis randomly thrown. What is the probability that the
needle will cut one of these lines? the resolution of this
problem by Sylvester gives the possibility of analytically
refining the upper limit given by L. Lazos, R. Poovendran,
and J. A. Ritcey, “Analytic evaluation of target detection in
heterogeneous wireless sensor networks,” ACM Trans. Sen-
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sor Networks, Vol. 5, no. 2, pp. 1-38, March 2009, for the
non-detection probability in the deterministic case.

[0023] The analytical framework proposed in [Meda09]
allows modeling of an UGS system within the framework of
stochastic deployment. From an operational point of view, the
operators may handle this model by using optimization tools
for observing the space of optimum configurations according
to objectives and constraints defined by the operator himself/
herself. With this, the underlying compromises of the sys-
tem’s operation may be understood. The constraints and
objectives may for example be the maximization of the detec-
tion performances subject to constraints on the delays for
transmitting the alerts.

[0024] This model and the tooling do not provide results
specific to a given deployment of sensors (a more interesting
case for UGS network operators). They provide average
results (in the mathematical sense) which have to be used as
anindication by the operators in order to decide on the param-
eterization of their network. Moreover, they do not provide
assistance to the operator for placing the nodes in a particular
geographical zone. Finally, there is no tool with which the
operator may be informed on the minimum number of nodes
required for meeting the constraints and operational objec-
tives to be fulfilled.

[0025] The methods of the state of the art do not provide
assistance to the UGS network operators for placing the nodes
and configuring the parameters of the system within the scope
of a particular operational background of the camp/zone
monitoring type.

[0026] Moreover, the methods of the state of the art do not
allow determination of the minimum number of nodes
required on a set of distinct zones to be monitored, each
having constraints and particular operational objectives.

SUMMARY OF THE INVENTION

[0027] The object of the invention is to propose a method
and a device for configuring a network of deposited wireless
sensors in one or more geographical zones which allow deter-
mination of the number and position of the sensors in order to
attain performances meeting targeted performance criteria.
[0028] For this purpose, the object of the invention is a
method for configuring a network of deposited wireless sen-
sors of the aforementioned type, characterized in that it
includes the following steps:

[0029] 1. Defining performance criteria forming con-
straints, with associated threshold values, and at least
one performance criterion to be optimized, for at least
one zone to be equipped with nodes, each performance
criterion being defined by a model

[0030] 2. Defining for said or each zone:

[0031] a. Characteristics of the zone

[0032] b. Characteristics of the sensors in the zone

[0033] 3. Allocating a number of nodes to said or each
zone to be equipped.

[0034] 4. Applying an optimization process per zone on
said or each zone, the zone optimization process apply-
ing the following steps:

[0035] a. Determining the position of the nodes in the
zone if there exists a predetermined optimization cri-
terion to be met;

[0036] b. Determining an operating point if it exists,
characterizing the behavior of the network of sensors
in the zone, and
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[0037] c. Determining the configuration of the net-
work of sensors in the zone if it exists, defining the
parameters for configuring the network of sensors,
and

[0038] d.Determining the possible need of using more
nodes or revising the performance criteria defined in
step 1,

[0039] 5. Increasing the number of nodes or modifying
the performance criteria defined in said or each zone
where the performance criteria are not met and repro-
ducing in these zones the zone optimization process with
the new number of nodes of the new performance crite-
ria, and

[0040] 6. Applying the configuration determined at each
node in said or each zone.

[0041] According to particular embodiments, the method
includes one or more of the following features:

[0042] the step for defining performance criteria to be
optimized comprises the definition of a threshold value
to be attained for at least one performance criterion to be
optimized, and the optimization process per zone
includes a step for incrementing the number of nodes for
equipping the zone, if at least one performance criterion
to be optimized is not met, in order to determine the
minimum number of nodes required for meeting the
performance criteria, and reproduction of steps 4a to 4c
with the new incremented number of nodes;

[0043] the step for defining performance criteria to be
optimized comprises the definition of a threshold value
to be attained for at least one performance criterion to be
optimized, and the optimization process per zone
includes a step for decrementing the number of nodes for
equipping the zone, if all the performance criteria to be
optimized are met, in order to determine the minimum
number of nodes required for meeting the performance
criteria, and reproduction of the steps 4a to 4c with the
new decremented number of nodes;

[0044] the step for defining the characteristics of the
zone comprises the definition of a minimum value for
the size of the zone, and the optimization process per
zone includes successive steps for incrementing the size
of the zone and for reproducing steps 4a to 4c with the
new size of the zone, until there is no operating point
meeting the performance criteria forming constraints;

[0045] the predetermined optimization criterion, for
determining the position of nodes, is to minimize a prob-
ability of non-detection by the network with the assump-
tion of permanent activation of the sensor of each node;

[0046] the step for allocating nodes in at least one zone
comprises the setting of imposed positions for at least
one node in the zone and the step for determining the
position of the nodes takes into account the imposed
positions for at least said node; and

[0047] the method includes analytical modeling of the
probability of non-detection of a target applying the
known positions of the sensor.

[0048] The object of the invention is a device for configur-
ing a network of deposited wireless sensors of the aforemen-
tioned type, including means for applying the steps of the
method as defined above.

[0049] The object of the invention is also a computer pro-
gram including specific instructions applying the method as
defined above, when used on a computer.
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BRIEF DESCRIPTION OF THE DRAWINGS

[0050] The invention will be better understood upon read-
ing the description which follows, only given as an example
and made with reference to the drawings wherein:

[0051] FIG. 1 is a diagram illustrating a network of depos-
ited wireless sensors or unattended ground wireless sensor
network protecting a camp;

[0052] FIG. 2isaschematic view ofthe device applying the
configuration method according to the invention;

[0053] FIG. 3 is a flowchart of the general method accord-
ing to the invention for an exemplary application on 3 geo-
graphic zones;

[0054] FIG. 4 is a diagram of an example of the successive
results of the general method according to the invention;
[0055] FIG. 5 is a flowchart of a sub-procedure applied in
the method according to the invention illustrated in FIG. 3;
[0056] FIG. 6is a graph showing a space of solutions meet-
ing the performance criteria within the scope of the applica-
tion of a sub-procedure applied in the method according to the
invention;

[0057] FIG. 7 is a diagram of an example of the successive
results of the sub-procedure as described with reference to
FIG. 5;

[0058] FIG. 8 is a schematic view of the coverage range of
a node of the network of sensors;

[0059] FIG. 9 is a diagram illustrating the sleep cycles of a
module of a node;

[0060] FIGS. 10, 11 and 12 are schematic views of the
coverage ranges of two nodes illustrating different calcula-
tions applied in the method; and

[0061] FIG. 13 is a view illustrating the deployment of
sensors in a zone.

DETAILED DESCRIPTION OF THE INVENTION

[0062] A top view of a site which has to be protected is
illustrated In FIG. 1. At the centre is found an encampment 1
equipped with a monitoring terminal 1A to which possible
alarms from detection of intrusions are sent back by a network
of deposited or unattended wireless sensors designated as
UGS networks in the following.

[0063] This network includes a set of nodes 2 intercon-
nected by wireless connections 3 directly or indirectly con-
necting the nodes to the monitoring terminal 1A. The indirect
connections are made as known per se through other interme-
diate nodes.

[0064] The nodes 2 each correspond to a sensor of the
network. They each include for example a seismic sensor with
which vibration of the ground may be detected in its field of
action when a person or a vehicle penetrates therein. Each of
the nodes in addition to its own sensor has an own power
supply source, its means for communicating with the other
nodes 2 and/or the terminal 1A, its own computing means as
well as means for saving an operating configuration and for
managing its operation according to this configuration stored
in memory.

[0065] Intheexample of FIG. 1, the nodes 2 are distributed
in two concentric zones 4A and 4B surrounding the encamp-
ment 1. These zones, currently designated as glacis, form
zones for detecting a possible intrusion by different nodes
bearing sensors. In each of these zones, the UGS network is
configured in a different way in order to attain different tar-
geted performances.
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[0066] The method is applied in a portable device used by
the operator and notably including, as illustrated in FIG. 2:

[0067] an information processing unit 5,
[0068] an information input keyboard 6,
[0069] a display screen 7 for making information avail-

able to the operator
[0070] a database 8 notably containing:
[0071] the characteristics of the nodes which may be
used and their behavior model;
[0072] a model for each performance -criterion
depending on the number of deployed nodes; and

[0073] the method applied according to the invention,
and
[0074] a temporary connection interface 9 at each node

for saving its configuration in the latter.
[0075] As known per se, notably from [Meda(9], several
performance criteria, noted as CP, are defined for character-
izing the operation of a UGS network in a given zone. For
example, are considered as CPs:

[0076] The probability of non-detection (P,, )
[0077] The delay for transmitting the alerts (D)
[0078] The lifetime of the system (L)
[0079] For eachtype of CP, the device applying the method

includes a model in an empirical form (for example an aba-
cus) or in analytical form (a mathematical expression). Each
model takes into account the configurable parameters of the
system subsequently described in a section (for example:
placement of the nodes, proportion of the time when the
sensor module is active f3,,,,., proportion of the time during
which the radio module is active {3, ,,,,,) An example for each
of the CPs mentioned above, is given in the subsequent
description.

[0080] Within the scope of deployment of a UGS network
for monitoring purposes, two categories of CPs are defined:

[0081] The CPs forming constraints (CPCs): these are
CPs for which the operator defines a set of “threshold”
values, noted as CPC*s, which constrain the operating
point to be attained. For example, the UGS network
should operate so that the P, , is less than (P,,,)*=10%,
in other words such that the probability of missing a
target crossing the zone is less than 10%.

[0082] The CPsto be optimized (CPO): these are CPs for
which the operator wishes to know the optimum value
subject to given CPC*s. The CPO type(s) implicitly
indicate(s) the direction(s) along which an optimization
technique, P, defined later on in the description, has
to operate. For example:

[0083] CPO={P,,,}: Minimization of the probability
of non-detection P, ,

[0084] CPO={L}: Maximization of the lifetime of the
system L
[0085] CPO={D}: Minimization of the delay for

transmitting the alerts D

[0086] For example, the operator wishes to maximize L
considering constraints on P, ; and D, one has: CPO={L},
CPC={Pmd, D}, with CPC*={P,,,/*=10% and D*=100 ms}.
In this case, the optimization technique for example indicates
that the maximum value of L is 30 days.

[0087] During the application of the method, the operator
initially specifies among the whole of the CPs at least one
CPC, associated with a CPC* value, and at least one CPO. A
CP type cannot be both associated with a CPC and a CPO.
[0088] Ann-upletofvalues corresponding to different CPs,
which characterizes the operation of the UGS network for a
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given proportioning of the system parameters of the UGS
network, is called an operating point noted as PF. For
example, for the parameterization (B,,,=4%, B oomm—13%)
and a certain placement of nodes, the operating point PF is
thus defined: P,,,=17% , D=113 ms, =27 days.

[0089] The object of the method is to assist an operator in
charge of the deployment or maintenance of the UGS network
by assisting him/her with making the system configuration
selections considering:

[0090] Operational constraints. For example:

[0091] “Threshold” values on the CPCs. For example,
the operating point on a zone should satisfy the con-
dition that the probability of non-detection of a target
is less than 10% (P,,,*=10%).

[0092] Positioning certain nodes by the knowledge
which the operator has about the site.

[0093] (optional) “Objective” values on the CPOs. For
example, the best attainable lifetime is of at least 100
days.

[0094] The method may be used for configuring k sub-
systems deployed in a set of zones to be monitored, noted as

7=1{7,,7,, ..., Z,}, each zone having specific operational
constraints.
[0095] In order to determine the optimum configuration of

a zone, the method provides two modes which the operator
may select and which correspond to two different approaches:
[0096] MODET!: the operator wishes to operate the sub-
system in a way which as a priority meets the constraints
on certain CPs (CPCs), regardless of the optimum value
obtained on other CPs (CPOs).
[0097] In this case, no objective is set on the CP to be
optimized. The purpose is to determine if it exists, the opti-
mum PF for a given number of nodes, i.e. the PF which
observes the constraints and gives the best value which may
be expected for CPO, regardless of the latter.
[0098] For example, if CPO={L}, CPC={P, , D}, with
CPC*={P,,,/*=10% and D*=100 ms}, the method determines
that the best operating point with 5 nodes, considering L is
such that: L.=30 days, P,,,~10%, D=100 ms.
[0099] MODE2: the operator wishes to operate the UGS
network in a way which meets the constraints on certain
CPs on the one hand and such that the optimum value on
certain CPs is beyond an objective value, noted as
CPO,,,, on the other hand.
[0100] An objective is set on the CP to be optimized. The
purpose is to determine the minimum number of nodes to be
used such that CPO,,, is attained and the constraints are
observed for the optimum PF.
[0101] For example, if CPO={L} with CPO,,~L,,~10
days, and CPC={Pmd, D}, with CPC*={P,,*=10% and
D*=100 ms}, the method indicates that the minimum
required number of nodes so that the sub-system lasts for at
least 10 days is of 3 nodes.
[0102] By acting on the number of nodes, their possible
positions, on the constraints (for example CPC*, size of the
zone) and defined objectives (for example CPO,,,, ), the opera-
tor is invited to perform the global method, noted as PROC_
GLOBAL_, iteratively until operating points are found which
are satisfactory for the whole of the zones within the limit of
the total number of nodes at his/her disposal.
[0103] The global method for assisting with the deploy-
ment is noted as PROC_GLOBAL,,. This method is applied
on a set of zones Z, the characteristics and operational con-
straints of which vary.
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[0104] FIG. 3 shows the operating principle of the global
method in the case when 3 zones are applied.

[0105] According to the invention, the method is iterative
and the main steps are applied several times with different
numbers of nodes.

[0106] Schematically, in order to start using the method, the
operator:
[0107] Indicates in steps 10 the invariant characteristics

of'the zones which he/she desires to protect (for example
dimensions, initial energy contained in the nodes)

[0108] Initializes in steps 12 a set of constraint CPCs and
of objective CPOs which he/she desires to attain on the
performance criteria of each zone.

[0109]

[0110] Analyzes the results by viewing the zones which
require more nodes and/or a relaxation of the CPC con-
straints and of the CPO objectives.

[0111] As long that this has not resulted in a feasible con-
figuration meeting his/her operational needs on each zone
(for example: there remains zones where no operating point
meets the constraints, or zones where the objective on the CP
to be optimized is not attained), the steps of the method are
reiterated:

[0112] By increasing in step 14 the number of nodes used
in certain zones, provided that nodes may be reallocated
to them.

[0113] By relaxing in step 16 some of the constraints or
objectives on the CP to be optimized in these zones.

[0114] The global method (procedure PROC_GLOBAL,)
is called as follows. The corresponding inputs and outputs as
well as its operation are detailed hereafter.

After iteration of the method, the operator:

PROC_GLOBAL,(N,,,{CPC*®,CPO,,,® POSy\y®,
Norop N, d P} for any zone Z) {(POSy, oy

(’)PF (’) CONF(’) N, MS?) for any zone Z;}

[0115]

[0116] The operator defines (the corresponding steps of
FIG. 3 are recalled between brackets):

[0117] N,,,. The total number of nodes which he/she
wishes to place (step 20).

[0118]
[0119]

[0120] E;:theinitial energy contained in the battery
of node j

Inputs

For each node j (steps 10)
Constants on the nodes:

[0121]

[0122]

tem:
[0123]
[0124] Number and positions of the nodes:
[0125] N

Supp(i) the number of sensors to be deployed, the
position of which is not imposed by the operator

For each zone Z, (steps 10)
Constants on the proportioning of the sub-sys-

d®: the size of the zone

[0126] (optional) POS,,™: the imposed position of a set
of nodes
[0127] (optional) N, @: the maximum number of

nodes to be deployed in the zone.
[0128] Operational constraints: (steps 12)

[0129] CPC*®: the “threshold” value of the CP Con-
straints.

[0130] (optional) values of low level parameters of the
system (for example f,,,,, the proportion of the time
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during which the observation module is active, or {3,
the proportion of the time during which the radio trans-
mission module is active).

[0131] Strategy: (steps 12)

[0132] CPO®: the type of CP to be optimized. For
example CPO={L, D}.

[0133] (optional) CPO,, (Z) the <<objective>> value of
the CP(s) to be optlmlzed
[0134] The total sum of the Nmpp

Ntot'
[0135] Outputs
[0136] The operator obtains at the output:

[0137] N the number of nodes which may be real-
located.

[0138] For each zone Z,

[0139] POSN,eq(Z) the positioning of the set of nodes

[0140] PFopt(l) the optimum operating point con51der1ng
the CPC*s (and CPO,,,, if the latter is defined), i.e. the
CP values which meet CPC* and CPO,,,; with the low
level system configuration of the UGS network corre-
sponding to these values.

[0141] CONF®: the parameterization of the system (for
example Bsem, Beom) corresponding to the operating
point PF p

[0142] N
the zone

[0143] MS® Output pattern of PROC,,(CPC*®, CPO,,,,,
(l) POS,, @ Nsup @ LN (l) d(l))

[0144] The method operates 1teratlvely by requesting an
interaction with the operator at the end of each iteration. In
particular, an iteration of the global method consists of:

[0145] Applying an optimization process per zone, by
applying to steps 22 a procedure PROC, described with
reference to FIG. 5 or PROC_MAX-SURFACE,, on
each of the zones.

[0146] Interacting with the operator by showing him/her
the results on the whole of the zones, notably in the
zones which require more nodes and/or a relaxation of
the constraints and objectives.

[0147] Recording the new inputs to be applied on the
zones (for example adding nodes, making the con-
straints more flexible).

[0148] As long as a feasible configuration meeting the
operational needs of the operator is not attained on each zone,
the method is reiterated by initializing or modifying the set of
constraints and objectives which the operator wishes to attain.
[0149] The method may thus be expressed by the following
algorithm always described with reference to FIG. 3.

[0150] RETOUR=CONTINUER /%
RETURN=CONTINUE */

[0151] PROBLEME=NULL /#*PROBLEM=NULL*/
(the variable PROBLEME indicates whether a zone cannot
satisfy the CPs with the N, @)

[0152] Tant que RETOUR=CONTINUER /* while

RETURN=CONTINUE */
For each zone Z,,

is less than or equal to

realloc*

®: the minimum number of nodes required in

req

[0153] Execute in step 22 the optimization process per
zone: PROC,

[0154] Store in step 24:

[0155] N,, q(i) the number of nodes required in the zone
[0156] POS,® the positioning of the nodes in the zone
[0157] PFopt(i): the optimum operating point if it has been
determined
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[0158]
system
[0159] MS®: the output pattern of PROC,,
If the output pattern of PROC,, is

CONF®: the parameterization of the corresponding

ECHEC_CONTRAINTES-IRREALISABLES
AFAILURE_UNACHIEVABLE-CONSTRAINTS *lor
ECHEC_CPO-OBJECTIF-INATTEIGNABLE
AFAILURE_CPO-UNATTAINABLE-OBJECTIVE */

[0160] PROBLEME=VRAI /*PROBLEM=TRUE */
A test is conducted in step 26 in order to determine according
to the value of the variable PROBLEME, whether the CPs
cannot be attained in at least one zone.

If PROBLEME=NULL /* PROBLEM=NULL */

[0161] Display, in step 28, for each zone: N
POS,, CONF® and the output pattern.
[0162] RETOUR=STOP /* RETURN=STOP */else:
[0163] Calculate, in step 30, the required accumulation of
nodes at least on the whole of the zones and the number of
nodes which may be potentially reallocated N, /;...-

In step 32, a test is conducted on the value of N
[0164] IfN,_ ... 1s zero

[0165] The operator is informed in step 14 that it is impos-
sible to configure a UGS network over the whole of the zones
within the limit of the available nodes and considering the
optionally defined constraints and objectives.

[0166] Suggest in step 14 relaxation of the optionally
defined constraints and/or objectives in the zones for which
the output pattern is ECHEC_CONTRAINTES-IRREALIS-
ABLES or ECHEC_CPO-OBJECTIF-INATTEIGNABLE

@ pp_ @

req opt

reallocy

/% FAILURE_UNACHIEVABLE-CONSTRAINTS OR
FAILURE_CPO-UNATTAINABLE-OBJECTIVE®*/

[0167] RETOUR=STOP /* RETURN=STOP */

Else

[0168] The nodes available at the zones having returned
ECHEC_CONTRAINTES-IRREALISABLES /* FAIL-
URE_UNACHIEVABLE-CONSTRAINTS */ or ECHEC_
CPO-OBJECTIF-INATTEIGNABLE /* FAILURE_CPO-
UNATTAINABLE OBIJECTIVE */ are reallocated to the
operator in step 16.

[0169] In steps 10 and/or 12, store in memory the new
allocation of nodes per zone and/or the new constraints and/or
the new objectives.

[0170] PROBLEME=NULL /* PROBLEM=NULL */
[0171] Start again

Tteration Example of the Global Method

[0172] FIG. 4 shows the course of the global procedure on
three zones where 2 iterations will be necessary for finding a
feasible configuration over the whole of the zones.

[0173] The operation of the optimization process on a zone
Z noted as PROC,, will now be described with reference to
FIG. 5. It may be instantiated according to the two modes
MODE1 and MODE2 described earlier.

[0174] The inputs and corresponding outputs are detailed
hereafter.
PROC{(CPC*,CPO,1, POSNGN Ny s Y =(POS -
PF 4, N,or, CONEMS)
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Inputs

[0175] The following inputs may be initialized by the
operator upon the first call to the procedure, or incremented or
decremented during an iteration of the procedure.
[0176] The inputs are distributed as follows:
[0177] Constants on the nodes:
[0178] Ej: the initial energy contained in the battery of
the node j
[0179] Constants on the proportioning of the system:
[0180] d: the dimension of the zone (for example the
1,000 m width of the square zone to be monitored)
[0181] Number and positions of the nodes:
[0182] N,,,: the number of sensors to be deployed,
the position of which is not imposed by the operator.
[0183] (optional) POS,,: the desired position of a
sub-set N, of nodes.
[0184] (optional) N, ,.: the maximum number of
nodes to be deployed in the zone if the operator has a
limited number of nodes
[0185] Operational constraints
[0186] CPC*: the “threshold” value of the CP con-
straints. For example:
[0187] P, *=10% (Non-detection probability of less
than 10%)
[0188] D*=100 ms (Delay for transmitting the alert to
the gateway node of less than 100 ms)
[0189] L*=30 days (Lifetime of the system greater than
30 days)
[0190] (optional) If need be, forcing the low level
parameters of the system:
[0191] B,.,..=10% (proportion of the time during which
the observation module is active, here 10%).
[0192] §,,,.,.=10% (proportion of the time during which
the radio transmission module is active, here 10%).
[0193] Strategy
[0194] CPO: the type of CP to be optimized. For
example, CPO={L, D}.
[0195] (optional) CPO,,;: the objective value of the
CP to be optimized.

Outputs

[0196] The method produces at the output:

[0197] POS,: the positioning of the whole of the
required nodes

[0198] PF,: the optimum operating point considering
the CPC* and CPO,,,; (if this parameter is defined), i.e.
the CP values which satisfy CPC* and CPO,,,,; (if this
parameter is defined), with the low level configuration of
the UGS network corresponding to these values.

[0199] CONF: the parameterization of the system (for
example P, Poom) cOrresponding to the operating
point PF,,,

[0200] N, : the required number of nodes. Depending
on the mode in which the process operates, this number
of nodes may differ from the number of initially allo-
cated nodes at the input (in MODE2, the process may
determine that a number greater than, or less than the
initial N, is required for satisfying the objective value
on CPO)

[0201] MS: the output pattern
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[0202] ECHEC_CONTRAINTES-IRREALIS-
ABLES: there is no way for configuring the systems
so that an operating point satisfies the CPC*
<<threshold>> values

[0203] ECHEC_CPO-OBJECTIF-INATTEIGN-
ABLE: itis not possible within the limit of the number
of'available nodes to find an operating point such that
the objective on CPO is attained.

[0204] SUCCES_PAS-DE-CPO-OBJECTIF-
DEFINI  /*SUCCESS_NO-DEFINED-CPO-OB-
JECTIVE */: for the number of nodes used, the initial

N, at least one operating point exists which meets
the constraints. The procedure then indicates the best
of'the operating points considering the CPO (the opti-
mum value of CPO is unimportant).

[0205] SUCCES_CPO-OBJECTIF-ATTEINT-MIN-
NOEUDS: (SUCCES_CPO-OBJECTIVE-
ACHIEVED-MIN-NODES): the required number of
nodes N, (possibly different from the initial N,,,,,,)

is minimum so that the best attainable operating point
satisfies both the constraints and the objective value
on CPO.

[0206] For a given number of nodes, the process PROC,

determines in a zone:

[0207] The optimum geographical position of the whole
of the nodes.

[0208] The optimum operating point considering CPO
and threshold values on the CPCs (i.e., CPC¥*), as well as
the parameterization of the corresponding system.

[0209] In MODE 1, the process PROC, shows the above
results to the operator at the end of an iteration of the proce-
dure PROC_GLOBAL .
[0210] InMODE2, the process PROC iterates on the num-
ber of nodes used until the minimum required number of
nodes is determined in order to attain an <<objective>> value
on the CPOs. For this number of nodes, the process PROC,
shows the results to the operator at the end of an iteration of
the procedure PROC_GLOBAL,;.

[0211] The method operates stepwise as follows:

[0212] RETOUR=CONTINUER; CPO_OK=NULL
ARETURN=CONTINUE; CPO_OK=NULL */

[0213] Tant que RETOUR=CONTINUER /* while
RETURN=CONTINUE */

[0214] In step 50, the position of the whole of the nodes

noted as POS,, is determined

[0215] POS,; is the whole of the positions of the nodes

which maximize the non-detection probability in the hypo-

thetical situation when the sensor module of each node is
constantly active (i.e., f,,,,s=1)-

POS,~F 1s(POSxes N, e d)

supp>
[0216] wherein POS,;is the geographical position of the set
of the nodes deployed in the zone. This set includes the N,
nodes, the position of which is set by the operator and the
additional N, , nodes to be placed in the zone.

[0217] Keep POS, in memory

[0218] and wherein F,,, is the optimization technique
described below.

[0219] The optimization functionF,,, is applied in order to
determine the optimum positioning of a certain number of
sensors inside a zone.

[0220] In order to suggest a positioning of the nodes in a
coverage zone, the non-dominated sorting genetic algorithm
techniques known per se are applied. I, then determines the

X
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whole of the positions of the nodes such that the value of P, ;
is minimum in the case when the sensor modules of the nodes
are permanently active.
[0221] It is possible to set upon input the position of a
certain number of nodes.
[0222] F,,sinputs
[0223] (optional) the predetermined positioning of a
subset of nodes POS,,,
[0224] the number of nodes, the position of which is not
imposed by the operator
[0225] d: the dimension of the zone
[0226] F,,goutputs

[0227] POS,,: the position of the set of nodes
By knowing POS,,, the space of the solutions noted as E ¢,
cpc, is determined in step 52.
[0228] This space gives the whole of the particular realiza-
tions of CPO which are obtained for any CPC below the CPC*
“threshold” values. This set may be viewed as a multi-dimen-
sional graph G as illustrated in FIG. 6.
Ecper cro={CPCY, CPO such that CPO=F ,,, (CPC,
POS,)
for any CPC® which satisfies CPC*}
[0229] wherein F ., designates a single- or multi-objec-
tive optimization technique described below.
[0230] By using the analytical models described earlier,
two optimization methods may be used depending on
whether it is sought to determine the optimum value of one or
more performance criteria subject to certain constraints.
[0231] The applied optimization method is called F

[0232] When a single performance criterion has to be
optimized, F . designates a single-objective optimiza-
tion technique, such as optimization by gradient descent.

[0233] The latter may be applied if the whole of the
identified equations for modeling the systems forms a
convex set.

[0234] When two or more performance criteria have to
be optimized, F . designates a multi-objective optimi-
zation technique, which allows simultaneous optimiza-
tion of contradictory objective functions, subject to cer-
tain optional constraints. For example, we may use a
classification method based on Pareto optimality,
involving recent techniques, i.e. the Non-dominated
Sorting Genetic Algorithm-II)

[0235] F,p inputs
[0236] the positioning of the set of nodes POS,,
[0237] CPC™: the set of the values of the CP constraints
[0238] CPO: the set of the CPs, the value of which has to

be optimized
[0239] d: the dimension of the zone
[0240] F_, outputs
[0241] CPOopt(O): the set formed with the optimum val-
ues for each CP included in CPO
[0242] For example, if the operator chooses to have:
[0243] CPC={D, P, with CPC*={D*=100 ms,
P, =10%}
[0244] CPO={L}
[0245] Then Epu_io0 me.pma=10%, L:{Lopt(0)5 Priddmars
D,,.."” such that:
[0246] L, @=F 0pr((P, s @Dy ) and (P10
<=P_*and D, ©<=D%)}
[0247] Still in this example, the graph G is then such that in
FIG. 6, G notably includes points indicating that:
[0248] The maximum lifetime is 18 days with (P,,,)
ma—2% and D, , =80 ms.
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[0249] The maximum lifetime is 13 days with (P,,,)
ma—10% and D, =60 ms.
An exploration of the results is carried out during the phases
60.
[0250] a) If: ECPC*, CPO is void during step 62
[0251] For example, there exists no PF with 5 nodes in the
zone such that Pmd<1% and D<15 ms. It is then impossible to
determine an achievable value, and a fortiori an optimum
value for the lifetime.
[0252] Tell the operator in step 64 that it is possible to
configure and operate the UGS network in an operating point
such that the threshold values on the CP constraints are sat-
isfied.
[0253] Suggest in step 64 that the operator try again by
modifying the initial input parameters. For example, the
operator may:
[0254] Increase the number of nodes N,
[0255] Relax the “threshold” values imposed to the
CPCs.
[0256] RETOUR=ECHEC_CONTRAINTES-IRRE-
ALISABLES (step 66)
[0257] /* RETURN=FAILURE_UNACHIEVABLE-
CONSTRAINTS */
[0258] b)Else: Ecpen ¢pois non-void (CPO,,,, exists) (test
carried out in 62)
[0259] In step 68 the most performing value of CPO,,,,.is
determined on the space of the solutions B pex cpp (if it 15
non-void)
[0260] The most performing value of CPO on the space of
solutions E¢peu 5o 15 noted as CPO,,,,
[0261] Forexample, L, (P,,*,D*)=max Lopt(o) on the set
Epe pmar, r- In the example L, . (P, *=10%,D*=100
ms)=25d considering E 5 goms, pmas—10%, 1
[0262] The optimum operating point is noted as PF ,,, such
that CPO=CPO,,,, -and CONF is the parameterization of the
system with which PF,,, may be attained.
[0263] Determining and keeping PF,, and CONF in
memory.
[0264]
mode.
1) If no objective was defined on the CPOs (MODEL1), i.e. the
operator seeks to operate the UGS network in a PF meeting
the constraints (CPC*) and limits himselt/herself to knowing
the most performing value on a CP to be optimized (CPO).
[0265] Displaying, in step 72, the optimum operating point
and the configuration obtained in step 54, as well as the
topology obtained in step 50 and the number of nodes used
(Nsupp+NO)
[0266] RETOUR=SUCCES_PAS-DE-CPO-OBJECTIF-
DEFINI (step74)
[0267] /*RETURN=SUCCESS_NO-DEFINED-CPO-
OBIJECTIVE */
[0268] Start again
ii) Else: an objective CPO,,,, was defined on CPO (MODE2)
[0269] A test is carried out in step 76 for defining the
attaining of the objective CPO_OK.
[0270] (1) If CPO,,,,does not satisfy CPO,,,; (if the best
performance attainable on the CP to be optimized is below the
objective)
[0271] If CPO_OK=VRAI /*If CPO_OK=TRUE*/
(step 78)
[0272] Display in step 80 the optimum operating point and
the configuration obtained in step 54 at the preceding itera-

A test s carried out in step 70 for defining the return
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tion, as well as the topology obtained in step 50 and the
number of nodes used (N,,,,,+N,) at the preceding iteration.
RETOUR=SUCCES_CPO-OBJECTIF-ATTEINT-MIN-
NCEUDS (step 82)

ARETURN=SUCCESS_CPO-OBJECTIVE-ACHIEVED-
MIN-NODES*/

[0273] Start again
[0274] Else (ie. CPO_OK=FAUX
OK=FALSE*/ or CPO_OK=NULL)

/*CPO_

[0275] CPO_OK=FAUX (step 83) /*CPO_OK=FALSE*/
[0276] A testis carried out in step 84 for defining whether
N, 18 equal to the available maximum optionally defined in
step 84.

[0277] IfN,,,, is equal to the optionally defined available
maximum.

[0278] Display in step 86 the optimum operating point and

the configuration obtained in step 54, as well as the topology
obtained in step 50 and the number of nodes used (N, ,,,,+N,)
[0279] RETOUR=ECHEC_CPO-OBIECTIF-INAT-
TEIGNABLE (step 88)
[0280] /* RETURN=FAILURE_CPO-UNATTAINABLE-
OBJECTIVE*/
[0281] Else
[0282] Increment N,
[0283] Start again
[0284] (2)Else: CPO,,,satisfies CPO,,,,; in step 76 (i.e. the
best attainable performance on the CP to be optimized is
beyond the objective)
[0285] A testonthe value of CPO_OK is carried out in step
92
[0286]
[0287] then:
[0288] Display, in step 80, the optimum operating point and
the configuration obtained in step 54, as well as the topology
obtained in step 50 and the number of nodes used (N,
[0289] RETOUR=SUCCES_CPO-OBIJECTIF-AT-
TEINT-MIN-NCEUDS (step 82)
[0290] /*RETURN=SUCCESS_CPO-OBJECTIVE-
ACHIEVED-MIN-NODES*/
[0291] Start again
[0292] Else (i.e. CPO_OK=VRAI /*CPO_OK=TRUE*/
OR CPO_OK=NULL)
[0293] CPO_OK=VRAI (step 93) /*CPO_OK=TRUE*/
[0294] A testonthe number of nodesused is compared with
unity in step 94.
[0295] If the number of nodes is strictly greater than 1
[0296] Startagain by using less nodes (i.e. decrementing
N,,,,) in step 96
[0297] Else
[0298] Display in step 80 the optimum operating point and
the configuration obtained in 3), as well as the topology
obtained in 1) and the number of nodes used (N,,,,,+N,)
[0299] RETOUR=SUCCES_CPO-OBIJECTIF-AT-
TEINT-MIN-NITUDS (step 82)
[0300] /*RETURN=SUCCESS_CPO-OBJECTIVE-
ACHIEVED-MIN-NODES*/
[0301] Start again
[0302] FIG. 7 shows the outputs which may be produced by
the procedure PROC, on two zones, each of them using a call
mode of the procedure.
[0303] InthezoneZ,, MODE] isused because the operator
wishes to know the configuration which as a priority meets
the constraints on P,,; and D, and secondarily gives the best

in step 90

If CPO_OK=FAUX /* CPO_OK=FALSE */
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lifetime. For the given number of nodes, the process deter-
mines the best operating point if it exists.
[0304] InthezoneZ,, MODE2 isused because the operator
wishes to know the configuration which meets the constraints
on P, ; and D, and such that the best lifetime is beyond an
objective. After a few iterations, the process determines the
minimum required number of nodes so that the best operating
point if possible satisfies both the constraints and the objec-
tive. This minimum number of nodes is possibly greater than
or less than the number of nodes initially allocated to the
zone.
[0305] An alternative noted as PROC_MAX-SURFACE,
ofthe procedure PROC,, illustrated in FIG. 5, consists of the
determining the maximum surface area of a zone such that
there exists an operating point meeting the performance cri-
teria.
[0306] For example, by having 15 nodes, the operator
wishes to know what is the maximum coverage of the zone
around a given location, which will guarantee him/her that the
non-detection probability is less than 10%.
[0307] The procedure is noted as PROC_MAX-SUR-
FACE(CPC*, N_,,,,) or, in order to simplify PROC_MAX-
SURFACE,, The procedure operates as follows, the inputs
and corresponding outputs are detailed hereafter.

PROC_MAX-SURFACE/(CPC*,C,N)~(POS\PF ,,,,

CONFMS)

Inputs

[0308] The following inputs are initialized by the operator
upon the first call to the procedure.
[0309] The inputs are distributed as follows:
[0310] Constants on the proportioning of the system:
[0311] d,,,: the minimum dimension of the zone (for
example a width of the square zone to be monitored of
at least 1 m)
[0312] C: the position of the centre of the zone
[0313] Ei: Theinitial energy contained in the batteries
[0314] Number of nodes:
[0315] N: the number of sensors to be deployed, the
position of which is not imposed by the operator
[0316] Operational constraints
[0317] CPC*: the “threshold” value of the CP con-
straints. For example:
[0318] P, ,*=10% (Non-detection probability of
less than 10%)
[0319] (optional) If need be, forcing the low level
parameters of the system.
[0320] Strategy
[0321] CPO: the type of CP to be optimized. For
example, CPO={L, D}.

Outputs

[0322] The procedure produces as output:
[0323] d,,,,: the maximum size of the zone
[0324] PF,,: the optimum operating point considering

the CPC¥*, i.e. the CP values which meet CPC* with the
low level configuration of the UGS network correspond-
ing to these values.

[0325] CONTF: the parameterization of the system (for
example P Poom) cOrresponding to the operating
point PF,,,

[0326] POS,; the positioning of the whole of the nodes
in the obtained zone of maximum size.
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[0327] MS: the output pattern

[0328] ECHEC_IMPOSSIBLE-POUR-TAILLE-
MINIMALE

[0329] /* FAILURE_IMPOSSIBLE-FOR-MINI-
MUM-SIZE*/: There is no way for configuring the
system so that an operating point meets the CPC*
<<threshold>> values for the minimum size of the
zone.

[0330] SUCCES_TAILLE-MAXIMALE-AT-
TEINTE:

[0331] /*
TAINED*/

SUCCESS_MAXIMUM-SIZE-AT-

Progression

[0332] For a given number of nodes, the process PROC_
MAX-SURFACE determines in a zone:

[0333] The optimum geographical position of the whole
of the nodes
[0334] The optimum operating point considering CPO

and the <<threshold>> values on the CPCs (i.e., CPC*),
as well as the parameterization of the corresponding
system
[0335] As long as there exists an optimum operating point,
the process PROC_MAX-SURFACE iterates on the size of
the zone until the maximum size is determined so that an
optimum operating point exists. For this maximum size, the
process shows the results to the operator at the end of an
iteration of the procedure PROC_GLOBALZ.
[0336] The method operates stepwise as follows:

[0337] RETOUR=CONTINUER;
/A*RETURN=CONTINUE*/

[0338] d=d,,,

[0339] d,,,, the incrementation step of d

[0340] Tant que RETOUR=CONTINUER
RETURN=CONTINUE®*/

/*While

1) Determining the Position of the Set of Nodes Noted as
POS,,

[0341] POS, is the set of the positions of the nodes which
minimizes the non-detection probability in the hypothetical
situation when the sensor module of each node is perma-
nently active (i.e., Psens=1)

POS,=F pos(N, d)

[0342] wherein F,,; is the optimization technique
described in section 6.4 “Optimization techniques”.
Keeping POS,, in memory.

2) with the Knowledge of POS,,, Determine the Space of
Solutions Noted as Epccpo-

[0343] This space gives the whole of the particular realiza-
tions of CPO which are obtained for any CPC beyond the
CPC* “threshold” value. This set may be viewed as a multi-
dimensional graph G.

Ecper cro={CPCY, CPO such that CPO=F ,,, (CPC,
PO

N
For any CPC® which satisfies CPC*}
[0344] wherein F ., designates a single- or multi-objec-

tive optimization technique as described earlier.
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3) Exploration of the Results

[0345] a)If: Ecpes cpo is void.
[0346] For a zone centered on C and of size d, it is impos-
sible to configure and operate the UGS network in an oper-
ating point so as to meet the constraints.
[0347] (For example, in a zone with a width of 1,000 m
where 5 nodes are deployed, it is impossible to find a con-
figuration of the UGS network such that Pmd<10%.)
[0348] Ifd=d,,,,
[0349] Forthe minimum size of the zone, it is impossible to
configure and operate the UGS network in an operating point
such that the constraints are satisfied.

[0350] RETOUR=ECHEC_IMPOSSIBLE-POUR-

TAILLE-MINIMALE
[0351] /* RETURN=FAILURE_IMPOSSIBLE-FOR
MINIMUM-SIZE */

[0352] Start again.
[0353] Else
[0354] d,,.~d-d,.,
zone)
Determine the most performing value of the CPO, noted as
CPO,,,,, , for the space of solutions E .z, - kept in memory
at the preceding iteration.
Display the optimum operating point, the topology kept in
memory at the preceding iteration and the obtained maximum
size d,,, .-
[0355] RETOUR=SUCCES_TAILLE-MAXIMALE-AT-
TEINTE
[0356] /* RETURN=SUCCESS_SIZE-MAXIMUM-AT-
TAINED */

(Determine the maximum size of the

[0357] Start again.

[0358] b)Else: Eper oo 18 non-void

[0359] d=d,,,+d,,, (Increment the size of the zone)
[0360] Store the graph G in memory representing E peu.

cro and the topology determined in 1).

[0361] Start again

[0362] The optimization process is achieved on a descrip-
tion of the system in the form of a “system model”. This
model consists of functions or relationships between the
parameters describing the operation of the system. It allows
performance indicators to be derived on which the operator
places objectives (for example maximization of the lifetime
of the system L). The method may for example include the
following functions:

[0363] P, ~f(Posy, B;..s): Non-detection probability as
a function of the position of the nodes Pos,; and of the
proportion of the time during which the observation
module is active, f3,,,,. Pos, has an influence on the
capability of a sensor of detecting the target when it is
within range.

[0364] D=h(Posy, B.omm): Delay for transmitting the
alerts versus the position of the nodes Pos,, and the
proportion of the time during which the radio transmis-
sion module is active B ,,,».- Posy-has aninfluence on the
number of radio hops and 3, ,,,,, on the delay at each hop
in the case of the use of X-MAC for example.

[0365]  L=g(B cmms Bsenss Nyarger): Lifetime of the system
versus the dedicated effort level for the sensor portion
(for example f.,,,) and for the network portion (for
example f_,,,,.), and versus the average number of tar-
gets detected per day N,

[0366] Subsequently in this section, 3 functions are shown
which characterize the operation of the system. These func-
tions characterize the non-detection probability P,, . the life-
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time of the system L and the alert transmission delay D. The
extension of the formulation of the non-detection probability
P,.; proposed by [Lazos09] within the framework of the use
of sleep cycles, forms a contribution of this document. The
remainder of the formulations is taken again from the state of
the art.
[0367] It should be noted that optimization techniques used
for determining the operating points of the system are generic
so that other models may be integrated into the system. This
may allow refining of the modeling of the system and/or
extension of the performance indicators characterizing the
operation of the system.
[0368] Assumptions
[0369] In order to be able to calculate P, (the non-detec-
tion probability), the following assumptions are made. The
zone of interest to be monitored is a square of width d,
(dimension: [m]). N sensor nodes having circular coverages
of radius r, illustrated in FIG. 8 are then deployed for detect-
ing the presence of targets in the zone. The relevant behav-
ioral model of targets assumes a uniform rectilinear move-
ment where the trajectory is characterized by an arrival angle
0. The constant speed is v (dimension: [m/s]). As the entry
point of these targets is unknown a priori, it is randomly
selected on the contour of the zone.
[0370] The sensor nodes include at least two sub-modules:
(1) the sensor module (for example a transducer) and (ii) the
wireless communication module. In order to reduce the con-
sumption of both of these modules, duty cycles are used.
These cycles alternatively consist of a phase during which the
module is active and a phase during which the module is
inactive. They are characterized by two parameters: the
periodofthecycle T, (dimension: [s]) and the proportion of
the time B sens in [0,1] during which the module is active as
illustrated in FIG. 9. In the remainder of the document, the
parameters are (P, Lsens) A (B oomms L eomm) fOr respec-
tively the sensor module and the communication module. The
consumed power when the sensor module isactiveis 2., . In
the remainder of the calculation, we also consider that all the
sensor nodes have the same values for the parametersr,, ,,,.,
and T,,,..
[0371] Modeling the Non-Detection Probability P,,,
[0372] Let us consider N sensor nodes placed in a certain
way and let us consider f.,.=1, the detection probability
corresponding to the probability that the trajectory of the
target crosses at least one sensor P, is expressed in the fol-
lowing way:

P~1-P, ~PINA UA U.. . UA,) o)

wherein 1 is the line corresponding to the trajectory of the
target, A, the surface area of the range of the sensors of the
node i.

[0373] Equation (1) may be rewritten by using the Feller’s
inclusion-exclusion principle, as the sum of the joint prob-
abilities that a line cuts various sensor coverages. One then
has:

Pd:ZP((mAiio)_Z P((mAimAj¢0)+

i iji<j

N N (2)
=

e+t EDYPEN A NA, ALA LD

[0374] According to [Lazos09], the case of deterministic
deployment of the sensor nodes cannot be easily calculated
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analytically. On the other hand, the upper and lower limits
may be calculated. According to the inequalities of Bonfer-
roni, the following lower and upper limits may be calculated:

PP aysPysPy (3)
[0375] wherein P, and P, are expressed as follows:
N “
=) PUNA 0= Z Q).
i=1 7m1(1) i=1
N N (&)
Py= . A(NANA;#0)= ) mG
Bi<i T A L hii<i
Sy i)
[0376] The equations (4) and (5) do not take into account

B sers- Subsequently in this calculation, we extend P, and P,
in order to take into account the duty cycles of the sensor
module which are then expressed as:

N (6)
Py = Z my (i) PlActivity;}

i=1

N (7
Py = Z mai, )- PlActiviy, ;)

iji<j

[0377] wherein the new introduced factors are:

[0378] P{Activity,}: the probability that the sensor mod-
ule of the node i is or becomes active when the target
crosses its coverage zone.

[0379] P{Activity, }: the probability that the sensor
modules of the nodes i and j are or become active when
the target crosses their coverage zones.

[0380] In order to estimate the lower and upper limits of
equation (3), P, and then P, are calculated.

[0381]

[0382] In the case when the coverage zone of the sensor
module is a disk of radius r,, we have m,(1)=2nr /4d, and the
factor P{ Activity,} may be calculated according to the results
shown by [Meda09] (equation 10).

Formulation of P,

[0383] Formulation of P,
[0384] According to equation (7), P, is expressed as fol-
lows:

N
Py = » mali, j)- PlActivity, ;)

iji<j

[0385] i—Calculation of m2(i,j)

[0386] The term m,(i,j)=P(IUA,UA =0) expresses the
probability that the trajectory of the target cuts the ranges of
both nodes i and j.

[0387] Considering the possible overlapping of the cover-
ages of nodes 1 and j, the general formulation of m,(i,)) is as
follows:
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Li+Lj — Low(d;; 8
+JTL“’('J) AN Aj £0 ®
mp(l, ) = Lin(d; ) = Low(d; 5)
in\ai, j out\Gi, j
T L ANA;=0
[0388] wherein the corresponding terms are, and as illus-
trated in FIG. 8:
[0389] L, and L, the perimeters of the respective cover-

age zones of the nodes i and j,
[0390]

[0391] L, the length of the line forming a <<figure of
eight>> surrounding both coverage zones

[0392] L, the length of the line surrounding the two
coverage zones without crossing each other

[0393]
[0394] According to our assumptions, the formulation of
m2(i,) is obtained by knowing that L, =L =2xr,, [,=4 d_and
on the other hand according to [Lazos09] (equations 37 and
38):

d; ; the distance between both nodes,

L,: the perimeter of the monitored zone

Lou,(d;,j) =2nrs + Zd;,j

2

2rg df;
Li,(d; ;) = 2ry|2m = 2arccos| — ||+ 4,/ —= -1
| d; 4

[0395] ii—Calculation of P{Activity, ;}

[0396] By definition, P{Activity, } is the joint probability
of'two compatible events, i.e. the sensor modules of the nodes
i and j are or become active when the target crosses their
coverage zones. One therefore has:

P{Activity, ;} =P{Activity, }-P{ Activity;} )

[0397] By distinguishing the case when the node i is active
upon the target entering its zone and the case when it becomes
active during the crossing, we have, like for the calculation of
P{Activity,} for P, (see [Meda09]),:

PLACtVILY } =B ene H 1 ~Buen) P{€ e €uargen€sor,)- (10)

[0398] wherein P{e, l€,, ..» €5, } €Xpresses the probabil-
ity that the node i becomes active during the crossing of its
zone by the target. In order to calculate this probability, the
joint probability density is of the crossing timenoted as T,
and of the relative arrival time of the target after the beginning
of'the duty cycle, noted as T, is calculated. For eachnode, T,

is written as:

J1a() freross(T)

JraTeross(t, T) =

1
= = fra(DfL(7)
v
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-continued

1
=—fi(»
v

[0399] since T, is uniformly distributed over the interval [0,
C] wherein C:( 1- Bsens)Tsens'

Formulation of the Length of the Li ou Lj Chord.

[0400] The considered trajectories cut both the ranges of i
and of j. According to the diagrams of FIGS. 11 and 12, the
angle for the possible entry points in the node i (orange zone)
is of width [0y, , 2n~0,,, ]

[0401] On the basis of geometrical considerations, the
length of the chord, noted as 1, forming a particular realization
of L, depending on the entry angle 6, is obtained:

an

dsinf Fesind rsdsin?g
I=b — [r2+d?-2rd|- (1— ](1— ]+
by by v

[0402] wherein b=\/r, +d*-2r,dcos® and wherein d is

expressed as follows:

{di,ja (i)
d= _
dij+rs ()

depending on whether node i or node j is considered.

[0403] As equation (11) is quite complex, 1 may approxi-
mately be fitted with a parabolic function: 1=a,0%+a,0+a,
with 81n [8;,, , 20-8,,, ] or node 1, and [7-6,,,,, , ©+6,, ] for
node j. The coefficients a,, a, and a; are obtained as in the
table hereafter.

ay 2
T m—0. 2
(7 — Ouim)
a, —2a;;m
2
a3 a7 + 2r;

[0404] By utilizing this approximation and by applying the
same fundamental theorem as in [Meda09] (equations 6 and
7), and by performing the substitution Y=[/v we obtain:

. 2rs
[T, V)= if0<Y<—
v

v
cyf 16r2 = 8rvY

and otherwise 0.
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[0405] wherein c=(1-f,.,,9) T s

[0406] Finally, by integrating over the whole of the realiza-
tions of Li (resp. Lj), it is shown that:

Plege | Erarget 'SSoTi} = P{Sder | Erarget» SSoTj} a2

Arg
3cv

if 2rgfu<ec

Arg

3

= 16r2 -
(cu+4ry)
8crsv
12r, 1672 = 8rcv
+

cu 4rg

otherwise.

@ indicates text missingor illegiblewhen filed

[0407] Thus, Priminn=P (ucaviny)> and finally P, is
obtained by combining equations (8), (9), (10) and (12).
[0408] Delay for Transmitting the Alerts

[0409] We propose an analytical model for the alert trans-
mission delay, i.e. the duration between the detection of the
presence of an intruder by a sensor node and the notification
of this detection to the gateway node. In the following, we
calculate the delay at a radio hop, noted as D and then the
delay over a multi-jump path.

[0410] In order to model the delay, we consider X-MAC, a
low power and asynchronous MAC layer protocol used in the
networks of sensors applying activation cycles for radio.
X-MAC uses a mechanism for listening to a low power chan-
nel (Low Power Listening or LPL) in order to allow commu-
nication between a transmitter and a receiver which do not
synchronize their waking and sleeping programs. Indeed,
when a node wishes to send data, it transmits a preamble for
aduration at least as long as the sleep interval of the receiving
node. This guarantees that the receiver will awaken, detect the
preamble and remain awake for receiving the data from the
transmitter node. X-MAC uses a hashed preamble with which
the sender rapidly alternates between the sending of the des-
tination address of the data packet and a short waiting time.
This allows the addressee to abort the process in order to
receive the data.

[0411] The average transmission delay, at one jump, may
be expressed as follows:

1 hop»

1- 2T,
Diy = ﬁmmzm LS St S

[0412] wherein §,,,., 1s the (normalized) proportion of the
time during which the radio transmission module is active on
the cycle of duration T,,,,,.., and S, S ,;, S, being the respec-
tive durations of the elementary preamble, of the receipt of
acknowledgment of the preamble, and of the sending of the
data packet relating to the detected intrusion. If the state of the
addressed node is considered, i.e. the active or inactive state
of its communication module, the probability that a node
begins its transmission when the addressed node is active is
and the associated delay is S+S ,+S ;. Conversely, the

Bcomm
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probability that a node is off is 1-,,,,,,,. We evaluate D, ,,,,
by averaging between the least favorable case and the most
favorable case in terms of delay. The most favorable case is
the one when the node begins to transmit its preamble exactly
from the moment when the addressed node awakes from its
sleeping cycle. In that case, the packet is transmitted after the
duration S,+S ,+S,,. In the least favorable case, the transmit-
ter node waits for the whole sleeping duration of the
addressed node. Further, as the addressed node should receive
an entire elementary preamble before acknowledging the
sending of the packet, the delay takes into account that two
transmissions of the elementary preamble may be necessary
before beginning the exchange of data. In this case, the trans-
mission delay at one jump i (1=B,opm) Teomm+(Sp+S,)+S,.
The equation (1) above is obtained by weighting in each
equation the term related to the waiting before sending the
preamble with the probability that the addressee is in the
active or inactive state, and (2) by averaging the least and most
favorable cases.

[0413] Energy Consumption Model

[0414] Given that the nodes operate on a battery, how they
consume energy has a direct influence on the lifetime of the
monitoring system. In order to take this into account, we
propose here a simple energy model for the energy consump-
tion at the scale of the network of sensors.

[0415] The energy consumption of the nodes may be given
by the sum of the energies consumed by its hardware com-
ponents. For the sake of simplicity, we only integrate into the
energy model the contributions of the detection module and
of the radio transceiver. We also define the lifetime of the
network as the time required for having the residual average
energy E, pass under a threshold value E ;.

[0416] Inorderto obtain an expression ofthe lifetime of the
network, we evaluate the energy consumed after a given time
interval t. E,, the average residual energy at instant t, may be
expressed as follows:

E(0-NE~NQ

[0417] wherein Ei is the initial energy of a node and Q, , is
the power required by the operation of the detection and
communication modules.

[0418] According to the description of the X-MAC proto-
col, the communication module may be in one of the four
following states: (i) transmission, (ii) reception, (iii) sleeping
and (iv) LPL. The respective power budgets are noted as €2,
Q Q. and Q, ;.

[0419] €, , may then be calculated as follows:
Q,,~RAQ o H QR+ QRPN e

[0420] wherein 5, Q, Q. and Q;,, are the powers

described earlier; P, is the target detection probability, and

N, 4rze; 15 the number of times a target appears during a refer-

ence period.

[0421] The remainder of the calculation appears in

[Meda09].

[0422] The application of the global method for assisting

with the deployment of a UGS network is detailed hereafter.
Two types of scenarios are contemplated:

[0423] A “single zone” scenario: in this case, the moni-
tored space is for example a single zone, i.e a square
zone at the centre of which is located the camp or biv-
ouac to be protected.

[0424] A “multiple zone” scenario: in this case, the
monitored space for example consists of multiple zones
around or surrounding the camp. These zones may be of
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different shapes (for example disks, potato shapes). The
operator will for example try to monitor a set of zones
poorly covered by an optronic or radar system.
[0425] “Single Zone” Scenario
[0426] In this case, it is for example conceivable that the
operator has 20 nodes to be deployed for monitoring a square
surface with a side of 1,000 meters. The performance con-
straints that the monitoring system has to meet, are a delay D
of less than 100 ms on the one hand, and a miss-detection
probability, P, ,, of less than 10% on the other hand. Finally
the presence of large passage points imposes that the operator
places a sensor at each of the corners of the zone.
[0427] By initializing the method described in the docu-
ment, with 13 nodes made available in a first phase (N,=4,
N,,,,,=9), the method will thus suggest to the operator the
positioning of the nodes as indicated in FIG. 13. During its
operation, the process PROC will describe the space of solu-
tions observing the <<threshold>> values of the constraints.
[0428] Considering the space of solutions, the best of the
optimum values of the lifetime is about 25 days, with as
performances P, ~10% and D=100 ms. The method informs
the operator about this optimum operating point, as well as
about the associated system configuration.
[0429] With MODE2 and an objective for example set to 20
days, the process would have reiterated with a smaller number
of'nodes to be deployed. On the contrary, with an objective for
example set to 30 days, the process would have reiterated with
a larger number of nodes to be deployed.
[0430] “Multiple-Zones” Scenario
[0431] This scenario envisions the deployment of a UGS
network over a set of zones, knowing that there exist different
constraints for each of the zones. The motivation for such a
deployment may be:

[0432] Extending the coverage of the monitoring zone
around the camp with placement of a second glacis
characterized by less strict constraints in terms of detec-
tion reliability and delay

[0433] Ensuring monitoring of sensitive zones away
from the camp (for example a zone 1 around a pass, a
zone 2 around a water supply point, a zone 3 around a
fuel supply centre)

[0434] Filling the various non-covered zones with a long
range observation system (camera, radar, for example).

[0435] Let us take the example of the extension of the
monitoring zone around the camp.

[0436] At most 15 nodes to be placed.

[0437] In the zone 1 surrounding the camp within a
radius of 100 m:

[0438] Pmd,<5%

[0439] D,<100 ms

[0440] Initiate the optimization process on zone 1 with
5 nodes

[0441] Use at most 10 nodes

[0442] Objective No. 1:

[0443] How many nodes do I need for meeting the con-
straints?

[0444] With which positioning and configuration is it
possible to attain the lifetime L, equal to 50 days?
[0445] Apply PROC,,, in MODE2

[0446] PROC,,(CPC*™, cPO,, ", N, "0, N, .. @,
d)=pos, D, PF, D, N,, 1, CONFIS, MS®)

[0447] with CPC*"={Pmd, <5%, D,<100 ms}, CPO,,,"
=50 days N, “=5,N,  ©=10, d=100 m

supp
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[0448] Inthe zone 2 extending beyond the zone 1, know-
ing the number of remaining nodes:
[0449] Pmd,<30%
[0450] D,<500 ms
[0451] Objective No. 2

[0452] What is the maximum surface area of zone 2 for
meeting the constraints?

[0453] What are the positioning and configuration which
then maximize the lifetime L,?
[0454] Apply PROC_MAX-SURFACE,_,

[0455] PROC_MAX-SURFACEzz(CPC*(2),NSHPP(2)):
(POS,®, PF,,, >, CONF®, MS™)

[05456] with CPC*®={Pmd,<30%, D,<500 ms}, Nsupp(z)
[0457] After a 1* iteration of the global method consisting

of successively applying PROC,, and then PROC_MAX-
SURFACE ,, the operator for example obtains the following
results:

[0458] In zone 1, there exists an optimum configuration
of the system meeting the constraints and with which a
lifetime of the system may be obtained equal to 50.5
days. At least 8 nodes have to be deposited in order to
attain this lifetime. The method shows the optimum
operating point and the corresponding configuration.

[0459] Inzone 2, by using 5 nodes, the maximum size of
the zone for observance of the constraints is 817 m. The
method shows the optimum operating point and the cor-
responding configuration.

[0460] Considering these results, either the operator is sat-
isfied with the suggested deployment and configuration, or
else he/she for example chooses to reiterate the procedure by
reallocating the 2 nodes still available to him/her, to zone 2 in
order to at most extend the coverage of the latter. After a
second iteration of the global method, it obtains different
results in the 2”? zone. For example the maximum size is then
1,289 m. The method shows the optimum operating point and
the corresponding configuration.

FIG. 1 shows an example for distributing and positioning the
nodes, provided at the end of the global method over the 2
zones for the inputs defined earlier.

[0461] The advantages of this method are:

[0462] Its capability of integrating and calculating the
exact positions of the sensors

[0463] The possibility for the operating procedure of
operating iteratively

[0464] Its capability of connecting all the components of
the system with each other

[0465] Assisting the operating procedure managing the
deployment in order to make the best possible decisions
as to the parameterization of the system

[0466] Its extensibility insofar that the models may be
changed or extended.

1. A method for configuring a wireless network of Unat-
tended Ground Sensors (UGS), comprising interconnected
nodes each including a sensing module, a power supply, a
processor, a communication device, an operating configura-
tion storage and an operation configuration manager to man-
age according to this configuration stored in memory, com-
prising the following steps:

defining performance criteria forming constraints, with
associated threshold values, and at least one perfor-
mance criterion to be optimized, for at least one zone to
be equipped with nodes, each performance criterion
being defined by a model;

14

Apr. 10, 2014

defining for said or each zone: characteristics (d) of the
zone; and

characteristics of the sensors in the zone;

allocating to said zone to be equipped, a number of nodes;

applying an optimization process on said zone, the opti-

mization process per zone comprising the following

steps:

determining the position of the nodes in the zone if it
exists for meeting a predetermined optimization cri-
terion;

determining an operating point if it exists, characterizing
the behavior of the network of sensors in the zone;

determining the configuration of the network of sensors
in the zone if it exists, defining the configuration
parameters of the network of sensors; and

determining the possible need of using more nodes or
revising the performance criteria defined;

increasing the number of nodes or modifying the perfor-

mance criteria defined in said zone where the perfor-

mance criteria are not met and reproducing in these

zones the optimization process per zone with the new

number of nodes or the new performance criteria, and
applying the configuration determined at each node in said or
each zone.

2. The method according to claim 1, wherein the step for
defining the performance criteria to be optimized comprises
the step of attaining the definition of a threshold value for at
least one performance criterion to be optimized, and the opti-
mization process per zone includes a step of incrementing the
number of nodes for equipping the zone, if at least one per-
formance criterion to be optimized is not met in order to
determine the minimum number of nodes required for meet-
ing the performance criteria and a reproduction of the first
three applying steps with the incremented new number of
nodes.

3. The method according to claim 1, wherein the step for
defining the performance criteria to be optimized comprises
the step of attaining the definition of a threshold value for at
least one performance criterion to be optimized, and in that
the optimization process per zone includes a step for decre-
menting the number of nodes for equipping the zone, if all the
performance criteria to be optimized are met in order to
determine the minimum number of nodes required for meet-
ing the performance criteria and a reproduction of the first
three applying steps with the decremented new number of
nodes.

4. The method according to claim 1, wherein the step for
defining the characteristics of the zone comprises the step of
defining a minimum value for the dimension of the zone, and
in that the optimization process per zone includes successive
steps for incrementing the dimension of the zone and for
reproducing the first three applying steps with the new dimen-
sion of the zone, until there exists no operating point meeting
the performance criteria forming constraints.

5. The method according to claim 1, wherein in that the
predetermined optimization criterion, for determining the
position of the nodes is to minimize a non-detection probabil-
ity (P,,,) by the network under the assumption of permanent
activation of the sensor of each node.

6. The method according to claim 9, wherein step for
allocating the nodes comprises in at least one zone, the setting
of imposed positions (POS,,,) for at least one node in the
zone and the step for determining the position of the nodes
takes into account the positions imposed for at least said node.
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7. The method according to claim 1, wherein it includes
analytical modeling of the non-detection probability of a
target applying the known positions of the sensors (calcula-
tion of Pmd).

8. A device including the method according to claim 1.

9. A computer program including specific instructions for
applying the method according to claim 1, when applied on a
computer.



