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Abstract—This paper analyzes optical transmission systems
based on high-order modulations such as phase-shift keying signals
and quadrature amplitude modulations. When the channel is
affected by group velocity dispersion (GVD), polarization mode
dispersion (PMD), and phase uncertainties due to the laser phase
noise, the optimal receiver processing based on maximum-likeli-
hood sequence detection and its practical implementation through
a Viterbi processor is described without a specific constraint on
the receiver front end. The implementation issues are then faced,
showing that at least a couple of widely known front ends, with
proper modifications, can be used to extract the required sufficient
statistics from the received signal. The aspects related to the re-
ceiver adaptivity, the complexity reduction of the Viterbi processor,
and the possibility of employing polarization diversity at the trans-
mitter end are also discussed. It is demonstrated that, as long as a
sufficient number of Viterbi processor trellis states is employed,
GVD and PMD entail no performance degradation with respect to
the case of no channel distortions (the back-to-back case).

Index Terms—Differential encoding, electrical equalization,
group velocity dispersion (GVD), intersymbol interference (ISI),
maximum-likelihood sequence detection (MLSD), optical trans-
mission systems, phase-shift keying (PSK), polarization mode
dispersion (PMD), quadrature amplitude modulation (QAM),
Viterbi algorithm (VA).

1. INTRODUCTION

HE ever-increasing trasmission rate in optical systems

determines a more severe impact of polarization mode
dispersion (PMD) and group velocity dispersion (GVD) on
the system performance. Optical compensation techniques
have been proposed in the past but, although they are very
effective, the need for advanced and high-cost technologies
limits their development and use. Hence, a great interest in
electrical equalization schemes, and, in particular, in schemes
based on maximum-likelihood sequence detection (MLSD)
[1], has arisen because of the possibility of exploiting simple,
low-cost, and well-known solutions. However, a main result for
intensity modulation with direct detection (IM/DD) schemes is
that, although an MLSD receiver outperforms other electronic
equalization techniques, its effectiveness in mitigating the
effects of GVD and PMD is still far from that obtainable by
optical compensation (see [2] and references therein). This is
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due to the highly suboptimal front end processing based on a
nonlinear device such as the photodetector.

Multilevel signaling formats based on amplitude modula-
tions have been investigated in [3] and, more recently, other
schemes, still based on multilevel modulations, have been
proposed or have been brought back to the attention of the
scientific community. In particular, we are referring to systems
using differentially encoded quaternary phase-shift keying
(QPSK) signals demodulated by an interferometric IM/DD
receiver, recently proposed in [4] (see also [5] and references
therein) and extended to higher order modulations in [6] and
[7], or to systems using combined amplitude-phase modulations
demodulated by coherent techniques [8], [9]. In both cases, the
use of multilevel modulations allows to reduce, for a given bit
rate, the signaling rate, thus reducing the impact of GVD and
PMD. In addition, the use of a different and more sophisticated
(with respect to a simple photodetector) front end gives hope
that with a proper electronic processing the impact of PMD
and GVD can be completely mitigated. If this is certainly true
when synchronous coherent techniques are employed [8], [9],
in the case of interferometric IM/DD receivers, some attempts
to devise a more effective electronic processing are described in
[10]-[12] where, by resorting to multisymbol differential detec-
tion methods, commonly adopted in wireless communications
[13]-[15], the authors try to improve the performance over the
conventional symbol-by-symbol receiver.

In this paper, we discuss the use of high-order modulations
in optical transmission systems. First of all, without constraints
on the receiver front end, we identify the optimal processing to
be performed on the received signal from a theoretical point of
view, showing that this optimal processing is able to perfectly
compensate for PMD and GVD. The implementation aspects
are then discussed, focusing on a couple of solutions based
on the Viterbi algorithm (VA). Our results represent an evolu-
tion of those in [16] and [17] which in turn evolve from the
multisymbol differential schemes in [13]-[15] (see [16] for a
comprehensive discussion and performance comparison among
these receivers). The state-complexity reduction of the VA is
then described along with other side (although very important)
aspects such as the channel estimation and the generalization
to different channel encoders. The possibility of employing the
described detection schemes in the case of transmit polarization
diversity (often referred to as polarization multiplexing), hence
further reducing the signaling rate for a given bit rate, will
be also discussed. Regarding the receiver front end, it will be
shown that we can employ either a (slightly modified) interfer-
ometric IM/DD front end, or a coherent front end, both homo-
dyne and heterodyne. Although the proposed receivers allow
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Fig. 1. (a) System model. (b) Low-pass equivalent.

for a perfect compensation of the dispersion effects when their
complexity (in particular the number of the VA trellis states) is
not constrained, in the numerical results we have also consid-
ered the effect of a limited receiver complexity on the system
performance.

The paper is organized as follows. In Section II, the transmit
signal is described along with the dispersion effects character-
izing the channel propagation. The optimal receiver processing
is analyzed in Section III, and its practical implementation
through a Viterbi processor is discussed in Section IV. The
possible receiver front ends are then described in Section V.
Finally, in Section VI, the numerical results are shown, whereas
in Section VII, some conclusions are drawn.

II. SYSTEM MODEL

The system model and its low-pass equivalent are shown
in Fig. 1. In the considered system, a sequence c

to an M-ary complex alphabet C is obtained, through a
proper differential encoding rule [18], from a sequence a =

same alphabet.! Without loss of generality, in the numerical
results, we will consider classical phase-shift keying (PSK)
signals, for which the standard differential encoding rule is em-
ployed, and square quadrature amplitude modulations (QAMs)
for which quadrant differential encoding is adopted [18] (see
also [16, Section V-A] for a concise description). However, our
derivations can be also applied to other alphabets, for example
amplitude- and phase-shift keying (APSK) modulations, whose
signal constellations are composed of more concentric rings of
PSK points.

After linear modulation, the signal is launched into a single-
mode fiber (SMF) introducing PMD and GVD and is then op-
tically amplified at the receiver end. We consider the receiver
as composed of an analog part, the optoelectronic (O/E) front
end, devoted to signal demodulation and conversion from the
optical to the electrical domain, and a digital part devoted to
electronic processing. The O/E front end may be based on inter-
ferometric IM/DD or coherent techniques, as explained later in
Section V. The low-pass equivalent transfer function of a fiber
affected by GVD only is Hgyp(w) = exp(—jfB2Liw?/2),
Ly being the fiber length and B> = —AgD/wy the chromatic

IIn the following, (-)7" denotes transpose, (-)*! transpose conjugate, and (-)*
complex conjugate

dispersion parameter [19], where D is the fiber chromatic dis-
persion (usually expressed in ps/nm/km), and wg and A the
optical carrier frequency and wavelength, respectively. In a
chromatic dispersion-compensated link, several pieces of fiber
with alternating sign chromatic dispersion D) and appropriate
length L) may be used and, as commonly done, we will indi-
cate as residual dispersion the quantity D, = >, D®WL® in
ps/nm. In order to make our results independent of the bit rate
Ry, we will use the dimensionless chromatic dispersion index
~ [20], defined as

v =2\ R} D, Jwo. (1)
Using the chromatic dispersion index -y, the transfer function
of a GVD compensated link can be written as Hgyp(w) =
exp[jv(w/Ry)?/4]. Accounting now for PMD, the fiber Jones
matrix is written as Hy(w) = Hgvp(w)R2U(w)R4, where
U(w) describes the fiber PMD on the basis of its principal states
of polarization (PSPs) at the carrier frequency which, without
loss of generality, can be taken to be coincident at the input and
output. R and R, are random rotation matrices, independent of
frequency, representing a change of basis SOPs. A closed-form
expression of U(w) accounting for all PMD orders is not known
and although several second-order approximations are available
(see [21] and references therein), they account differently for
higher PMD orders [22]. To avoid the peculiarities of a specific
analytical model, one could use the numerical random wave-
plate model.

Regarding the amplified spontaneous emission (ASE) noise,
we assume that it is dominant over thermal and shot noise. Its
low-pass equivalent is modeled as an additive white Gaussian
noise (AWGN) w(t) [wy(t), wa(t)]T, where wy(t) and
ws(t) are independent complex noise components accounting
for ASE on two orthogonal states of polarization (SOPs), each
with two-sided power spectral density (PSD) equal to Nj.
The low-pass equivalent of the received signal is denoted by
x(t) = [w1(t),z2(t)]T, being z1(t) and z2(t) the received
signal components on the above mentioned orthogonal SOPs.
We can express each component of x(t) as

2i(t) = si(t, )W fwi(t), i=1,2 @)
where s;(t, c) is the useful signal, distorted by GVD and PMD,

and 6;(t) is a time-varying phase uncertainty accounting for the
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laser phase noise and for the uncertainties due to channel prop-
agation. Although the source of phase noise is the same for both
components, in general, 1 (¢) and 05(t) differ for an unknown
phase shift, that we may assume uniformly distributed in the in-
terval [0, 27). The useful signal components can be expressed
as

i

si(t,c) = ckpi(t — k1),

0

i=1,2 3)

=~
Il

where p;(t) is the received pulse on the ith signal component
and T the symbol interval. Without loss of generality, we
may assume that the pulse p;(t) has its support in the interval
[0,(L; + 1)T), where L; is a suitable integer, and we will
denote L = max;=12{L;}. When L > 1, intersymbol in-
terference (ISI) arises. Although, in general, the ISI causes a
performance degradation [1], this is not the case of GVD and
PMD. In fact, since the fiber Jones transfer matrix H(w) is
unitary, it is Hf(w)H?(w) =Hy (w)H]TI(w) = I. Hence, the
linear distortions introduced by a dispersive fiber, regarded as
a two-input/two-output system, can be considered as the 2-D
extension of what in a single input/single output system we call
a “phase distortion.” This means that an ideal receiver could,
in principle, estimate H¢(w) and filter the received signal with
H;l( f) = HY(f), thus perfectly compensating the distor-
tions introduced by the channel, without modifying the noise
statistics. Hence, the performance in the absence of distortions
(the back-to-back case) could be attained. However, although
the channel estimate is in general feasible, since GVD is a static
phoenomenon and PMD is slowly-varying, the implementation
of the inverse filter? poses some complexity issues. In addition,
when the phase noise is rapidly-varying, its estimate is not so
trivial. In order to circumvent these problems, in the next sec-
tions we show an equivalent electronic processing and discuss
its implementation aspects.

III. OPTIMAL RECEIVER PROCESSING

Not considering for now the implementation aspects of the
receiver front end, a possible way of extracting sufficient statis-
tics from the received signal x(¢) is by means of proper analog
prefiltering and sampling at the Nyquist rate [24]. In the fol-
lowing, we will assume that 7 samples per symbol interval are
extracted from the signal. This number of samples depends on
the bandwidth of the received useful signal. As an example,
when its low-pass equivalent has a bandwidth B, < 1/27T,
n = 1 is sufficient, when 1/2T < By < 1/T, n = 2 is suf-
ficient, and so on. Without loss of generality, we assume that
the analog prefilter has no effect on the useful signal and that
its low-pass equivalent has a vestigial symmetry around 7/2T
[24]. This latter condition ensures that the noise samples are in-
dependent and identically distributed complex Gaussian random
variables with mean zero and variance 02 = Nyn /T [24]. De-
noting by x/(t) = [} (1), «(t)]” and w'(¢) = [uw) (£), w}(1)]".

2The inverse filter can be approximated by an optical compensator (e.g., see
[23] and references therein).
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the received signal and noise after the analog prefilter, we define
(i=12,k=0,1,....,K—1,n=0,1,...,n—1)
AN
Zi kntn = Ty (KT + nT)
2 $i(kT + nT,,c)
ai,kn-‘rn HL(kT + nTc)
Wi oyt = W, (T + nT,) @)

3i,kn+n(c) =
A

where T. = T/n is the sampling interval. Due to the limited
support of the pulse p;(t), it is $; kn4n(C) = Sikpen(ch_r.)3
From (2) and (3), we have

) ejai,k-77+z1

k
T kn+n = Si,kn+n (Ckai + Wi, kn+n

L;
= Ck_gpi(gT + nTc)ejgi‘k”*” + Wi kn+n- 5)
=0

Let us define p;,, = [pi(nTe),pi(T + nTe),...,pi(L:T +
nT)]T,i=1,2,n=0,1,...,7— 1. Assuming for the moment
that the phase noise is constant during the whole transmission,
i.e., 8;(t) = 0;, with §; modeled as a random variable uniformly
distributed in the interval [0, 27), and that vectors p; ,, are per-
fectly known to the receiver, the sequence ¢, detected according
to the MLSD strategy, can be expressed as

¢ = argmax A(c) (6)

where the sequence metric A(c) has the expression

K—-1n-1
= =00 ] K=in-t 2
_5 Z Z Si,kn+n (Cﬁ—Li)l ] ’ (7)
k=0 n=0

This strategy is an extension of that in [16, eqn. (18)] to the
case of multiple samples per symbol interval and of two received
signals which, conditionally to the sequence c, are independent.
In addition, the approximation In I (x) ~ x, where Iy(x) is the
zero-th order modified Bessel function of the first kind, has been
used and the terms irrelevant for the detection process have been
discarded.

As demonstrated by means of information theory arguments
[25]-[27], the strategy (6), (7) attains the same performance of
the ideal receiver which perfectly knows the channel phases 6;
in addition to vectors p; . Hence, this receiver as well is in-
sensitive to phase distortions as PMD and GVD. Unfortunately,
there are a few problems related to the implementation of the
strategy (6), (7). By means of the same manipulations described
in [16], the sequence metric A(c) can be equivalently computed
as

K-1
A(e) =) Ak (cp) ®)
k=0

3In the following, given two integers k; and ko > ki, we define c:f 2

K—1

T : _
(Chys Cryt1s- -5 Cry) T Obviously, ¢ = ¢
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where
2 n—1
Ac(el)=3 [ S e () s ()
1=1 n=0
|qu 1 ( |——lezkn+n ch L)2‘| ©)
and
k—1n—1
Qi k— 1 Z sz mn-‘rnsz mn+n ( m—Li) - (10)
m=0n=0

The difficulty inherent in the incremental metric (9) is its un-
limited memory. In fact, A (cf) depends on the entire previous
code sequence [16]. This implies that the maximization of the
sequence metric cannot be implemented by means of the VA
working on a properly defined trellis diagram [28].

Other problems must be also considered. Indeed, in order to
obtain the MLSD strategy (6), (7), constant channel phases 6;
and perfectly known vectors p;,, have been assumed. These
problems will be faced in the next section.

IV. PRACTICAL IMPLEMENTATION

A. Rectangular Window

A possible solution for the above mentioned problem of un-
limited memory of the incremental metric Ag(ck) in (9) is sug-
gested in [16], where it is proposed to truncate qiyk,l(clgfl)
by using a rectangular window. In other words, ¢; j—1 (c’g “Hin
(10) is substituted by

k—1 n—1
(N) k—1 _ .. * m
qz k—1 ( Cr— N—Li) - Z 2 :lz,mn+n3i7mn+n (cm—Lq) .
m=k—N n=0

(1)

The design integer parameter N is called implicit phase memory
[16]. The resulting sequence metric can be approximated as

K-1
c) ~ Z A,gN) (c’,g_N_L) (12)
k=0
with
)‘J(CN) (CQ—N—L)
2 —
Z[ Z% kn+nS;, Jkn+n (Ck L; )"“L(]/:) 1 ( ﬁ_}V—L7)|
=1 =0
(L(]Z) 1 (Cllzj\uLi)
n 1
__Z S; Jkn+n Ck L) ] - (13)

In this case, the maximization of the approximated sequence
metric (12) can be performed by means of the VA and
)\(N)(ck ~_r) assumes the meaning of branch metric on a

trellis diagram whose state is defined as ,U,IEN) = cf }V I
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Hence, the number of states depends exponentially on L + N.
However, techniques for state-complexity reduction, such as
those described in Section IV-C, can be used in order to limit
the number of states without excessively reducing the value
of N.

In the case of constant channel phases 6;, although in prin-
ciple the performance of the optimal detection strategy (6), (7)
is obtained only when N — oo [29], it is sufficient to use small
values of N (a few units) to obtain a performance very close to
the optimal one [16]. On the other hand, this new algorithm re-
quires approximately constant channel phases 6; in a window of
N symbol intervals only [16]. Hence, it can be used when the
channel phases are time-varying—the smaller the value of N,
the greater the robustness to the phase noise. Finally, from (13),
notice that, although more samples per symbol interval are used
as a sufficient statistic, the VA works at the symbol rate.

B. Exponential Window

Instead of a rectangular window, in [17], an exponentially
decaying window is employed. In particular, a trellis state p; =
ck™1 is defined and g; x—1(ch 1) in (10) is substituted by a
complex quantity q,L-(_O,;)_l(uk) estimated based on per-survivor
processing [30] and computed recursively as

(@)

(e
4 k1

(1) = g% 5 (pr-1)
n—1
+ Z i (k=1)+n ST, (k- 1)n-+n (€

b-1-2.) (9

where 0 < a < 1 is a forgetting factor. Therefore, the resulting
sequence metric is

K—1
Ale) = 37 A (e ) (15)
. k=0
with
A (cx, i)
= )‘I(ca) CII:—L)
2 n—1
= Z [ Z i kn+nSi kn-n (ci-z.) +q§f1?_1(ﬂk)
1=1 L|n=0

n—1

qu 1 (e ‘__Z|Slkn+n ch_ L)|2] (16)

and its maximization is performed by means of the VA working
at a symbol rate. When the channel phases are constant, for o —
1 the performance of this algorithm tends to that of the optimal
one [17], hence ensuring in this case no performance degrada-
tion due to PMD and GVD, too. In addition, this algorithm also
works well in the presence of a time-varying phase noise, al-
though it is less robust than that described in Section IV-A. To
this purpose, the value of o must be optimized for the phase
noise at hand. Since for the phase noise of the commonly used
lasers the robustness of this algorithm is sufficient, in the nu-
merical results, we will only consider it.

We would like to point out a different equivalent expression
for the branch metric (16). To illustrate the main idea, we limit
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ourself to the case = 2 that will be considered in the numerical
results. The branch metric (16) can be expressed as

A;(ca) (Ch» po)

-5l

* * k
T 2k Ti,2k+15; 2k+1 (ck—Lq-)

+|37i,2k|25f,2k (CZ—Li)‘i‘xzquﬁ)q(ﬂk) ‘

st |

2 1
2

1

3 Si,2k+1 (CQ_L )

5i.k (cﬁ_L1)|Z} (17)
with

a) (e

* k—
q§,k-1(/“c) = aqi,k)—z(ﬂk—l) + i 2k-157 21 (k11 L)
+x; 28— 23; 2k—2 (CZ } Li )

Defining now

A *
Zijg = Ti gy g_q (18)
and taking into account that
Ri 024, 0—1
* 1,67,
TifTig o = 3 (19)
|31

W€ can €xpress

)\(a) (Ck L)

-5 (e

. * k
|73 27 71,2k+131,2k+1 (ck—L1)

(@)

+|$i,2k|2312 (Ck L)+gzk 1(/Lk)‘

k
gfo;c) 1(Nk)H ) |5i,2k+1 (Ck_Li)
1 , 2
e )
(O‘) A * (a)
where gi7k_1(ﬂk) = xi,%qi7k_1(uk) can be computed recur-
sively as

2

(20)

* *
Zi,2k%,2k—1

(a) _ (0‘) \ * *
9 k1) =g, o k— S
ik 1( ) i,k 2( 1}|J7i ok 1|2|$i,2k72|2 i,2k°4,2k—1
k k
i L)+7|12 ML ohs (SfT1_p,) - 2D
$Z,2k71|

In other words, the branch metric can be equivalently computed
by using samples {2; xy+n } and {|z; ky4n|} instead of samples
{%i ky+n }. This equivalent expression will be exploited in an
alternative receiver implementation described in Section V-B.
Similar considerations hold for the branch metric (13)—in
this case as well, the branch metric can be expressed as a func-

tion of {2; py+n} and {|2; kyinl}-

C. Complexity Reduction

The state-complexity of the detection schemes described
in Sections IV-A and IV-B can be limited by employing the
well-known reduced-state sequence detection (RSSD) tech-
nique [31]-[33]. Following this technique, a reduced number
of symbols is considered in the trellis state definition, hence
reducing the number of trellis states. More complex techniques
based on set partitioning may also be employed [31]-[33].
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In order to compute the branch metrics (13), (16), or (20) in
the reduced trellis, the necessary symbols not included or not
completely specified in the state definition may be found in the
survivor history. We note that, in the limiting case of a degen-
erate trellis diagram with only one state, symbol-by-symbol
detection with decision feedback is performed. By using the
RSSD technique, the number of states becomes a degree of
freedom to trade performance against complexity. As we will
see in the numerical results, when the number of trellis states is
lower than M’ a performance loss must be expected.

D. Channel Estimation

The algorithms described in Sections IV-A and IV-B require
the knowledge of vectors p; ,, up to a constant phase term. For
this estimation problem, conventional least mean-square (LMS)
and recursive least-squares (RLS) algorithms [1] cannot be em-
ployed [34]. However, the noncoherent LMS and RLS tech-
niques proposed in [34] can be straightforwardly extended to
this case of two conditionally independent received signals and
multiple samples per symbol intervals. In addition, they prove
to be very robust against phase variations.

Denoting by f)fkrf the estimate of vector p; ,, at the kth symbol
interval and assuming, although not necessary since the PMD is
a slowly-varying phenomenon, that this estimate is updated at
each symbol interval, we now extend the update rule for the non-
coherent LMS in [34] to our case. Without taking into account
the decision delay of the VA, the channel estimate is updated as
as) o

i,kn+n
@l

(k+1)

=p +5

8t knan (€h-1.) | €1,

(22)

¢) N)

where 6 is the adaptation step-size and 4 i

in (11) or q(a) in (14). Since the VA prov1des decisions w1th a
delay 3L = 5L, for rapidly varying channels tentative decisions
[1] or per-survivor processing [30] are usually adopted. How-
ever, in this case of a slowly varying channel, the more reliable
VA final decisions can be used without affecting the receiver
performance.

It is worth mentioning that the recursive relation (22) to up-
date the channel coefficients can be also equivalently expressed
as a function of samples {z; xy+n} and {|z; gy4+n|}. As an ex-
ample, in the case 7 = 2, we can express

can be either U

A (k+1) _ (k)
Pio ~=Pio
i, i,2k+27%0,2k+1 v (ak Tk
9 ) 2~ Si2k (ck—Li) Ck—rL;
g, ‘|$i,2k+2||xi,2k+1
L |7k
L (k4+1) A (k)
pz,l _pi,,l
- g(.l)c Zi 2k—42
iu 7;7 o+ * ~k ~k
+4 B) T Si2k+1 (¢k_r,)| €h_r,- (23)
’g. k‘ |Zi 2k+2]
ik

E. Application to Different Channel Encoders

The receivers proposed in [16] and [17] represent a generaliza-
tion, to larger observation windows and to modulation formats



1268

other than M -ary PSK, of the classical differential receiver [1]. In
addition, these receivers can be adopted to decode not only differ-
entially encoded symbols but also more powerful channel coding
schemes provided that they are noncoherently noncatastrophic
or known symbols are inserted to remove the phase ambiguities
[16]. The VA branch metric in this case remains unchanged.

The same branch metric can be used for the algorithm by
Bahl, Cocke, Jelinek, and Raviv (BCJR) [35], implementing the
MAP symbol detection strategy and employed as a component
decoder in iterative decoding schemes for turbo codes [36], and
also for message-passing algorithms used to decode low-density
parity-check codes [37].

F. Polarization Multiplexing (or Transmit Polarization
Diversity)

The receivers described so far process independently the sig-
nals on two orthogonal SOPs before the VA. The VA branch
metric is then computed as a sum of two independent contribu-
tions, one for each SOP. In other words, polarization diversity is
adopted at the receiver end. Obviously, this corresponds to dou-
bling the receiver front end and we wonder whether it is pos-
sible to use this complexity increase in a more profitable way.
That is to say whether polarization multiplexing (poIMUX), or
in other words transmit polarization diversity, can be also em-
ployed at the transmitter end in order to double the spectral effi-
ciency while keeping the same receiver structure. The answer to
this question is affirmative. In fact, the described receiver struc-
ture can be adopted “as is” in the case of two independent data
sequences c(1) = {c,(cl)} and ¢c(? = {cg)} transmitted on two
orthogonal polarizations. A single VA with branch metrics (13)
or (16) can still be adopted, the only difference being the fact
that the signal terms appearing in the branch metrics are now

ko 2k N - .
Siknt+n(Cp L, Crly,), i€., they are a function of symbols of
both sequences. Hence, a supertrellis must be built taking into
account both sequences. Provided that a sufficient number of
trellis states is considered, the described receiver is able to sep-
arate both signals and compensate phase distortions as GVD and
PMD with no performance loss.

V. POSSIBLE RECEIVER FRONT ENDS

Up until now, we described the proposed electronic pro-
cessing taking no interest in the O/E front end. We will now
show that at least a couple of front end families can be equiva-
lently employed.

A. Coherent Front End

A first possible receiver front end is that used in coherent sys-
tems based on homodyne or heterodyne techniques [9].4 As il-
lustrated in Fig. 2 for the homodyne case, after a preliminary op-

4There is some confusion between the terminology used in the optical com-
munity and that used in the context of wireless communication systems. In wire-
less systems, the term “coherent” refers to the knowledge of the phase of the
received signal, that is a coherent receiver is designed assuming that the phase
of the received signal is known or separately estimated. On the contrary, a non-
coherent receiver is designed assuming that the channel phase is unknown and
modeled as a random variable or a stochastic process. This terminology is em-
ployed in [16], [17], [25]-[27], [29], [34], [36], and [37]. In optical systems, the
term “coherent” refers to the coherence of the optical carrier whereas the terms
“synchronous” or “asynchronous” refer to a processing which assumes or not
the knowledge of the channel phase.

JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 26, NO. 10, MAY 15, 2008

1
I L |
Signal | /_\/_ .,
- Sl
! /-\—= Inphase i Ti
| component L
1
1
1 = !
LO e ETL !
| - Quadrature |
! 90° component |
: Hybrid !
r""_"j"'&"".
1 Polarization !
1 . . 1
i Diversity —"—\,
Received : > OE (T
eceive
Signal — PBS Front End| ]
»| Optical |, | \
> Filter [™] ' Cr
! VA B>
1
1
1
1
PBS oe Ll
||=> Front End| | T
_______________ X
T
LO |« AFC | <=

Fig. 2. Receiver using coherent homodyne detection.

tical filtering, two orthogonal SOPs are split through a polariza-
tion beam slitter (PBS). They are then separately combined with
the optical field of a local oscillator laser (LO) ina?2 x 4 90° hy-
brid [8] and detected with two balanced photodetectors. In this
way, the two received signals, one for each SOP, are converted
in the electrical domain, in practice performing a frequency con-
version. When the local-oscillator frequency coincides with that
of the received signal, homodyne detection is performed. Oth-
erwise, in heterodyne schemes a second frequency conversion
stage in the electrical domain is necessary [8], [9].

Since the receivers described in the previous section do not
require the knowledge of the channel phases 6;, that is they rep-
resent two ways of performing asynchronous processing (with
optimal performance), it is not necessary to track the channel
phases with an optical (in the case of homodyne detection) or
an electrical (in the case of heterodyne detection) phase-locked
loop (PLL) but only the frequency must be tracked by an au-
tomatic frequency control (AFC), thus simplifying the receiver
implementation. Regarding the analog prefiltering before sam-
pling, mentioned in Section III, it can be performed either in the
optical or in the electrical domain, in this latter case either at
baseband or at intermediate frequency.

B. Interferometric IM/DD Front End

A (slightly modified) interferometric IM/DD front end, orig-
inally proposed in [4] for differentially encoded QPSK, can
also be adopted. As already mentioned, due to the need of per-
forming polarization diversity, the front end processing must be
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Fig. 3. Receiver using the interferometric IM/DD front end.

doubled. Hence, after the optical filter a PBS splits the signals
on two orthogonal SOPs.

Given the signal on the ith SOP at the input of the interfero-
metric IM/DD front end, the samples {z; ,+., } are obtained at
the output. As a consequence, an additional photodetector must
be also employed to obtain the samples {|x; k;+n|?} which are
necessary, along with samples {2; ky+n}, to compute the VA
branch metric in the form (20). With respect to the interfero-
metric IM/DD front end used in the receivers for differentially
encoded QPSK, the delay is 7 and not 7', whereas the phase
shifts are 0 and —7 /2 instead of 7w /4 and —7 /4. This is because,
at the sampling time /7., we want to obtain the output samples
R[zi.¢] and R[e=7/22; 4] = S[2i.¢], instead of R[e/™/*2; ] and
R[e=97/42; ;). Notice that, in this case, the analog prefiltering
before sampling, mentioned in Section III, must be performed
in the optical domain. Hence, more attention must be devoted to
the implementation of this filter. The overall receiver is shown
in Fig. 3.

VI. NUMERICAL RESULTS

We performed standard Monte Carlo simulations to evaluate
the performance of the proposed receivers. The considered mod-
ulation formats are QPSK and 8-PSK with the standard dif-
ferential encoding rule and 16-QAM with quadrant differential
encoding. Gray mapping is employed to map bits onto M -ary
symbols.

A nonreturn-to-zero (NRZ) pulse filtered through an elec-
trical baseband Gaussian filter with —3 dB bandwidth equal to
1/T is adopted at the transmitter. At the receiver, we use an op-
tical fourth-order Gaussian filter with —3 dB bandwidth equal
to 2/T and the described modified interferometric IM/DD front
end, even though identical results would be obtained for ex-
ample with the coherent (both homodyne and heterodyne, since
they are equivalent in terms of performance when ASE noise
dominates [38]) front end. Although the receive filter is only
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Fig. 5. Performance of the proposed algorithm for an 8-PSK transmission.

an approximation of the ideal analog prefilter, we verified that
the related performance loss is less than one-tenth of a decibel.
The receiver works using two samples per symbol interval and
is based on the branch metrics (20). When employed, channel
estimation is based on the updating rules (23).

In Figs. 4-7, we show bit-error ratio (BER) curves versus
E, /Ny, E} being the received signal energy per information bit.
In all these figures, the presence of GVD, second-order PMD,
and phase noise is considered. As already mentioned, GVD is
characterized by a single parameter . As regards second-order
PMD, it can be characterized by the values of the signal power
splitting p among the PSPs, the differential group delay (DGD)
7, the DGD derivative A7, and the PSPs rotation rate q,,. Fi-
nally, phase noise can be characterized by its linewidth AvT;,
normalized to the bit rate. In the reported BER results, the fol-
lowing values are considered: v = 1.6, p = 0.5, A7 = 3Ty,
AT, = 0.4Tb2, ¢ = 04T}, and AvT, = 0.25 - 104, corre-
sponding to Ay = 1 MHz for a bit rate 1/7T, = 40 Gb/s.

In Fig. 4, QPSK is considered. The performance of the pro-
posed algorithm is shown for a different number of trellis states.
Indeed, thanks to the RSSD technique this value can be chosen
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arbitrarily. Note that S = 1 means that a symbol-by-symbol
receiver with decision feedback is considered. Although the
channel estimation algorithm is employed in a completely
blind manner (that is no training symbols are used in the
acquisition phase), no perceptible difference has been ob-
served with respect to the case of perfect knowledge of the
received pulse. For this reason, in the remaining figures a
perfect knowledge of the channel is assumed. As a comparison,
the performance of the proposed algorithm in the absence
of GVD and PMD (the back-to-back case) and that of the
conventional symbol-by-symbol receiver [4] in the absence
and in the presence of GVD and PMD are also shown. Note
that in the back-to-back case the amount of ISI is very limited.
As a consequence, the proposed receiver with S = 1 (solid
circles) practically attains the optimal performance. Also note
that with respect to the conventional receiver (hollow circles),
the proposed algorithm exhibits a gain of more than 2 dB in
the back-to-back case. This is in line with the results in [16]. In
addition, in the presence of GVD and PMD, the performance
of the conventional receiver rapidly degrades whereas the
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of v, when GVD only is present. The considered modulation format is a QPSK.

proposed algorithm is able to perfectly compensate for both
PMD and GVD, provided that a sufficient number of trellis
states is adopted. As already mentioned, the proposed receiver
with S = 1 is a symbol-by-symbol receiver with decision
feedback. This can be considered as the best nonlinear decision
feedback equalizer we can design, at least in the case of the
interferometric front end. Hence, in the presence of GVD and
second-order PMD with the described parameters, the region
between the curves with solid and hollow squares represents
the “symbol-by-symbol zone,” that is no matter what electronic
processing is used, when we do not employ the VA, the perfor-
mance curve will fall in that zone.

Similar considerations hold for the 8-PSK and the 16-QAM
formats considered in Fig. 5 and Fig. 6, respectively. In the
16-QAM case, a conventional receiver is not defined, so no com-
parison is performed.

Fig. 7 deserves a more detailed comment. In this case, we
consider a QPSK transmission with transmit polarization diver-
sity and we show the overall BER performance. As can be seen,
provided that a sufficient number of states is adopted, the per-
formance of the back-to-back case, which coincides with that in
Fig. 4, can be attained. This means that the proposed receiver
is not only able to perfectly compensate PMD and GVD but is
also able to separate both signals.

To assess the robustness to GVD and PMD of the proposed
schemes with limited complexity, in Figs. 8 and 9, we show, for
the QPSK modulation, the values of Ej /Ny necessary to obtain
a BER of 10~* for a different amount of dispersion. In Fig. 8,
the presence of GVD only is considered. On the contrary, in
Fig. 9, only first-order PMD, with p = 0.5 and different values
of A, is present. The robustness of the conventional receiver is
also shown. The proposed receiver, even in a symbol-by-symbol
configuration (S = 1), is able to guarantee a significant per-
formance improvement with respect to the conventional one. In
addition, by increasing the number of trellis states of the VA,
the robustness is greatly increased. It is worth mentioning the
particular behavior in the presence of first-order PMD. In fact,
it can be observed that, when the VA trellis complexity is not
sufficient to guarantee a perfect compensation, the performance
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penalty is limited to at most 3 dB. This is due to the following
reason. The receiver with polarization diversity is able to per-
fectly resolve the slow and fast PSP in the first-order PMD ap-
proximation. When the number of trellis states is not sufficient
to describe the ISI associated to the slow PSP, this PSP is per-
fectly canceled out by decision feedback implicit in the RSSD
technique. Hence, half of the received signal power is canceled
out, thus producing the 3-dB loss. In general, when a different
power splitting is observed, the loss is lower, that is p = 0.5 is
the worst case. In any case, this asymptotic loss can be predicted
by considering the amount of power canceled out. A similar be-
haviour is observed in the case of a 16-QAM constellation, as
can be seen in Fig. 10, referring to the case of GVD only, and in
Fig. 11 devoted to the case of first-order PMD only.

Finally, in Fig. 12, the robustness of the proposed receivers
to GVD and first-order PMD (with p = 0.5) is reported by
showing the contour curves corresponding to an Ej, /N penalty
of 4 dB with respect to the back-to-back case and for a BER
of 107, As can be observed, the improvement with respect to
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the conventional receiver is impressive. In addition, irrespective
of the number of adopted trellis states, there is a given amount
of chromatic dispersion that is always tolerated for any amount
of istantaneous DGD. This is due to the already observed prop-
erty that, in the proposed receivers, the PMD produces a loss of
at most 3 dB. Moreover, the proposed receivers show the inter-
esting property that small values of DGD can even improve the
robustness against GVD, as it was observed for duobinary mod-
ulation in [39].

VII. CONCLUSION

The use of multilevel modulations, such as phase-shift keying
and quadrature amplitude modulations, in optical transmission
systems has been analyzed in the presence of polarization mode
dispersion and group velocity dispersion. Receiver structures,
with a proper electronic processing based on the Viterbi al-
gorithm, have been proposed which, provided that a sufficient
number of trellis states is employed, achieve perfect compensa-
tion. Hence, the performance of the back-to-back case can be at-
tained. The aspects related to the receiver implementation have
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been also discussed. In particular, a couple of front end pro-
cessing, both characterized by receive polarization diversity, can
be employed and the algorithms to be used for channel estima-
tion purposes have been also described. The proposed receivers
can be employed not only to compensate the dispersion effects
but also to separate the transmitted signals when polarization
multiplexing is employed at the transmitter.
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