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Abstract— In this paper, we provide insights on the ultimate
performance limits, in terms of achievable information rate, for
power line communicationn (PLC) systems impaired by impulse
noise. In particular, we analyze single carrier (SC) and mul-
tiple carrier (MC) transmission systems employing quadrature
amplitude modulation (QAM) formats. In order to compute
the information rates of standard MC systems, we introduce a
theoretically equivalent channel model which allows the exact
computation of the information rate. This simplified channel
model will be referred to as interleaved MC channel model. We
show that the use of MC schemes leads to an unavoidable loss
with respect to SC schemes. In order to validate our theoretical
results, we analyze the bit error rate (BER) performance of
SC and MC schemes through Monte Carlo simulations. Several
trellis-coded modulation (TCM) and low-density parity-check
(LDPC)-coded schemes are considered.

I. INTRODUCTION

In the last years, there has been a growing interest towards
the use of existing power line communication (PLC) channels
as an effective means for transmitting data and voice [1], [2].
One of the main noise types affecting PLC systems is the
impulse noise, and the focus of this work is on the impact of
this noise on the performance of PLC systems. We assume
that the impulse noise is modeled as a Bernoulli-Gaussian
process [3], i.e., the product of a Bernoulli process and a
complex Gaussian process. However, the proposed approach
can be straightforwardly extended to other impulse noise
channel models.

The structure of this paper is the following. In the first
part of this paper, the theoretical performance limits of the
considered schemes are studied through computation and
comparison of their mutual information [4], referred to as
information rate. Three different types of channels are con-
sidered as representative of PLCs: (i) additive white Gaussian
noise (AWGN) channel, (ii) Bernoulli impulse noise channel
(where the impulse noise is modeled as a Bernoulli-Gaussian
process [3]) and (iii) the interleaved Bernoulli multicarrier
(MC) channel. The latter model is theoretical and allows
to evaluate the information rate of standard MC systems,
i.e., orthogonal frequency division multiplexing (OFDM) with
forward error correction codes spread over the carriers. The
theoretical results show that while the introduction of additive
impulse noise in a single carrier (SC) scheme with AWGN
leads to negligible information rate loss, the impact of impulse
noise on standard MC schemes is deleterious.

In the second part of this paper, we validate the information-
theoretic results through a bit error rate (BER) performance
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Fig. 1. SC communication system with AWGN and impulse noise.
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Fig. 2. MC communication system with AWGN and impulse noise.

analysis, based on Monte Carlo simulations, of several trans-
mission schemes, both SC and MC. In particular, we consider:
(i) trellis coded modulation (TCM) schemes [5] and (ii) a
low-density parity-check (LDPC) coded scheme [6], both
employing quadrature amplitide modulation (QAM) formats.
The BER performance analysis is in good agreement with
the information rate-based analysis. Finally, we show that
the penalty which affects MC systems can be reduced using
standard coding schemes complemented by suitable signal pro-
cessing algorithms. We point out that the general conclusions
derived on the impact of impulse noise hold regardless of the
specific distribution of this noise.

II. SYSTEM AND CHANNEL MODELS

Evaluation of the information rate of SC schemes is well
established [4]. However, computing the information rate of
MC schemes is a complicated computational problem. Since
the MC modulation and demodulation blocks correspond to
invertible vector functions (inverse discrete Fourier transform,
IDFT, and discrete Fourier transform, DFT), the use of MC
schemes does not modify the capacity of the overall super-
channel, including, together with the AWGN channel and the
impulse noise, the QAM modulator and demodulator [4]. The
superchannels in SC and MC schemes are shown in Fig. 1
and Fig. 2, respectively. Since MC codes are obtained by
spreading an SC code, such as TCM [5] or LDPC [6], over
the carriers, the system performance of MC schemes remains
unchanged by considering the presence of an ideal random
interleaver between the QAM modulator and the MC block.
We refer to this theoretical scheme as interleaved MC channel.



∏QAM

MOD

Interleaved MC super-channel

â
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Fig. 3. Interleaved MC communication system (the ideal random interleaver
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Q

) with AWGN and impulse noise.

The key property of this scheme is that the superchannel
becomes memoryless, and this leads to a feasible and exact
computation of the information rate of the system. We point
out that, while the interleaved MC channel model is expedient
for the information-theoretic computations, in Section IV, this
model will be used to derive “practical” detection algorithms.

A. SC Scheme with Bernoulli Impulse Noise

This scheme is shown in Fig. 1. The discrete time observable
at the output of a channel with AWGN and impulse noise can
be expressed as follows:1

rk = ck + ik + wk (1)

where ck is a coded symbol belonging to a QAM constellation,
wk is a sample of AWGN with zero mean and unilateral
power spectral density σw, and the impulse noise sample ik
can be written as [3] ik = bkgk, where bk is a Bernoulli
random variable with parameter p and gk is a complex white
Gaussian random variable with zero mean and variance σ2

i .
All of the above random variables are assumed independent.
The probability density function (PDF) of the total channel
noise mk

4
= wk + ik, denoted as p(m), can be expressed as a

mixture of Gaussian PDFs:

p(m) = (1 − p)N (m; 0, σ2
w) + pN (m; 0, σ2

w + σ2
i ) (2)

where N (m; η, σ2)
4
= (1/2πσ2) exp{−|m− η|2/2σ2}.

B. Interleaved MC Scheme with Bernoulli Impulse Noise

The interleaved MC scheme with Bernoulli impulse noise
is depicted in Fig. 3. We now characterize the input-output
relationship of the interleaved MC super-channel, shown in
Fig. 3, comprising the IDFT block, the channel with AWGN
and impulse noise, and the DFT block. The effects of the ideal
interleaver will be analyzed afterwards.

The observable at the output of the Bernoulli channel can
be described by the following

yn =
1√
N

N−1
∑

i=0

ci e2πni/N + in + wn n = 0, . . . , N − 1

where {ci} is the interleaved QAM coded symbol, wn is
a sample of AWGN, and in is the Bernoulli impulse noise
sample defined in (1). The observable at the output of the
DFT demodulation block can be written as follows:

ri = DFT{yn} =
1√
N

N−1
∑

n=0

yn e−2πni/N = ci + Wi + Ii

1In this paper, we assume an information lossless discretization of the
received signal, i.e., the channel output.

where the third equality is due to the linearity of the DFT, Wi

is a sample of the DFT of {wn}, i.e., an AWGN sample with
variance σ2

w per components, and Ii is defined as the DFT of
{in}, i.e.:

Ii ,
1√
N

N−1
∑

n=0

in e−2πni/N i = 0, . . . , N − 1.

The PDF of the total noise sample at the output of the DFT,
i.e., Mi = Wi + Ii, can be expressed as [3]

p(M) =

N
∑

`=0

(

N

`

)

p`(1 − p)N−`N (M ; 0, σ2
M [`]) (3)

where
σ2

M [`]
4
= σ2

w + `
σ2

i

N
. (4)

As observed in the previous section, we ideally assume
that an ideal random interleaver is inserted between the QAM
modulator and the IDFT block and the corresponding ideal
deinterleaver is inserted between the DFT block and the QAM
demodulator at the receiver. As a consequence, the discrete
time observable at the output of this channel model can be
defined as

rk = ck + Mk .

The above assumption allows one to conclude that each time-
consecutive QAM coded symbol is affected, at the receiver,
by independent and identically distributed (i.i.d.) noise sam-
ples {Mk}, i.e., the channel is memoryless. Consequently, it
is feasible to obtain exact information-theoretic results and
practical detection algorithms.

III. INFORMATION-THEORETIC PERFORMANCE
ANALYSIS: INFORMATION RATE

The mutual information rate between the sequence of un-
coded input symbols {ak} and the output sequence {rk} of a
channel can generally be written as

I(A; R) = h(R) − h(R|A) (5)

where h(R) and h(R|A) are the differential and conditional
differential entropy rates of the sequence {rk}, respectively.
Since the asymptotic equipartition property (AEP) holds [4],
it is possible to evaluate h(R) and h(R|A) using a reasonably
long information sequence, by means of Monte Carlo simula-
tion techniques. In order to compute h(R) and h(R|A) in (5),
we can express these two terms as follows:

h(R) = lim
n→∞

1

n
h(rn

0 ) = − lim
n→∞

1

n
E [log(p(rn

0 ))]

= − lim
n→∞

1

n
log [p(rn

0 )] = − lim
n→∞

1

n

n
∑

i=o

log(p(ri)) (6)

h(R|A) = lim
n→∞

1

n
h(rn

0 |an
0 ) = − lim

n→∞

1

n
E [log(p(rn

0 |an
0 ))]

= − lim
n→∞

1

n
log [p(rn

0 |an
0 )] = − lim

n→∞

1

n

n
∑

i=0

log(p(ri|ai))

(7)
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Fig. 4. Information rate for 16 QAM schemes, both SC and interleaved MC,
with impulse noise. In each case, various values of the parameter p of the
Bernoulli distribution for the impulse noise are considered. The variances of
the impulse noise is σ2

w = 10
−2 σ2

i
.

where r
k2

k1
(ak2

k1
) is a shorthand notation for the vector collect-

ing signal observations (information symbols) from time epoch
k1 to k2 and h(rn

0 ) (h(rn
0 |an

0 )) is the differential entropy
rate of the sequence r

n
0 (the conditional differential entropy

rate). Given the memoryless nature of the noises, the generic
PDF p(ri) in (6) and the generic conditional PDF p(ri|ai)
embedded in (7) can be easily expressed using (2) and (3),
respectively. However, our analysis can also be extended to
channels with memoryl [7].

A. Numerical Results

In Fig. 4, the achievable information rates of SC and
interleaved MC schemes with Bernoulli impulse noise are
shown in the case with 16 QAM modulation format. We
assume, in the remainder of this paper, that input information
symbols are equiprobable. For the interleaved MC channel, the
number of sub-channels is set to N = 64. The information
rates are shown as a function of the signal-to-noise ratio
(SNR) Es/N0, where Es is the received symbol energy. The
Bernoulli parameter p takes on values in the representative
set {10−1, 10−2, 10−3}. We assume that the variance of the
impulse noise is such that σ2

w = 10−2 σ2
i (i.e., the average

power of the impulse noise is equal to that of the AWGN
only when p = 10−2). The computation of information rates
has been carried out using Monte Carlo simulations in order
to evaluate the limits in (6) and (7) [7]. The number of
transmitted symbols is set to 107, which guarantees good
numerical accuracy. As one can observe from the results in
Fig. 4, in a scenario with p = 10−1, the behavior of the
information rate for both SC and interleaved MC schemes
differs from the other cases. More precisely, once the in-
formation rate curve reaches a critical value (in terms of
bit/channel use), the slope of the curves reduces significantly
and the information rate increases almost linearly. In other
words, in the presence of strong impulse noise, the SNR
required to achieve the theoretical maximum possible channel
utilization (i.e., an information rate close to 4 bit/channel

use) is significantly higher than in a scenario where impulse
noise and AWGN have the same weight. Observe also that the
critical value of the channel utilization where the information
rate slope changes is approximately equal to 4(1 − p), for
p = 10−1. This is intuitively correct, since a high channel
utilization corresponds to a scenario where the impulse noise
has the strongest impact.

B. Discussion

We now comment on the obtained results, distinguishing
between SC and interleaved MC schemes.

1) SC Schemes: From the results in Fig. 4, it is clear that,
even if the impulse noise power equals the AWGN power, the
impact of the impulse noise on the achievable information
rate of SC schemes is negligible, as long as the impulse
noise event occurs rarely enough (i.e., p is sufficiently small).
Thus, a properly designed transmission system operating on
an impulse noise environment should perform “just as if there
were no impulse noise.”

2) Interleaved MC Schemes: The information-theoretic re-
sults, associated with interleaved MC systems, presented in
Fig. 4, are obtained inserting a (theoretical) ideal infinite in-
terleaver. These performance results suggest that MC systems,
designed assuming the independence of the noise samples
affecting different sub-carriers, should exhibit a significant
penalty (about 3 dB, with the considered noise model param-
eters), with respect to a single AWGN channel. The penalty
affecting MC systems has, therefore, a different nature with
respect to the penalty affecting SC systems. In the SC case, the
penalty is intrinsic, i.e., it is caused by the introduction of the
impulse noise, and no coding scheme nor proper modulation
design can overcome it. In the MC case, the penalty is due to
the system design constraint, i.e., the transmission of a coded
QAM sequence for a memoryless channel spread over the
sub-carriers. As opposed to the penalty affecting SC systems,
this one can be recovered by proper coding/modulation and
detection design.

IV. COMMUNICATION-THEORETIC PERFORMANCE
ANALYSIS: BIT ERROR RATE

In order to validate the prediction of our information-
theoretic analysis, we now evaluate, through Monte Carlo
simulations, the performance of several SC and MC coded
schemes, in terms of their BER.

A. Trellis Coded Modulated Transmission

TCM is a widely used coding/modulation technique for
spectrally efficient communication systems [5]. In this sub-
section we describe its application to communication schemes
with impulse noise. We first introduce the exact branch metric
to be used in a Viterbi algorithm (VA) in order to perform max-
imum a posteriori (MAP) sequence detection in an SC scheme
with Bernoulli-Gaussian impulse noise. Then, we compute the
branch metric to be used in the VA for an interleaved MC
system where the PDF of the total noise at the output is
given by (3), assuming independent noise samples. Finally,



we present numerical results to characterize the performance
of TCM schemes. We compare the BER curves of an MC TCM
system with the Euclidean metric and the exact branch metric
for the Bernoulli-Gaussian noise process, respectively. We also
consider an MC system using a very simple time-domain
processing, suggested by the information-theoretic results.

1) Optimal Branch Metric for SC schemes with Impulse
Noise: Defining by r , r

K
1 the complex vector given by the

sequence of samples at the output of the channel, where K
is the transmission length, the MAP detection strategy can be
formulated as

â = argmax
a

p(r|a)P{a} (8)

where p(r|a) is the conditional PDF of the vector r given
the information sequence a, and P{a} is the probability
of the information sequence. Since the trellis encoder can
be described as a time-invariant finite state machine (FSM),
it is possible to define a sequence of states {µ0, µ1, . . . }
over which the encoder evolves and define a deterministic
state transition law f(·, ·) which describes the evolution of
the system caused by the information sequence, i.e., µk =
f(µk−1, ak−1). As a consequence, the evolution of the FSM
associated with the TCM encoder can be described through
a trellis diagram, in which there is a fixed number of exiting
branches from each state. This number depends on the number
of subsets in which the constellation is partitioned [5]. Under
these assumptions, we can write the discrete-time observable
as

rk = ck(ak, µk) + wk + ik

where the TCM coded symbol ck(ak, µk), belonging to a
QAM constellation, is a function of the encoder state µk and
the information symbol ak at the input of the coder. Assuming
causality and absence of memory, discarding irrelevant terms
and applying the chain factorization rule to the conditional
PDF, we can rewrite (8) as

â = argmax
a

K−1
∏

k=0

p(rk|rk−1
0 , ak

0)P{ak}

= argmax
a

K−1
∏

k=0

p(rk|ak, µk)P{ak}.

Recalling the definition (2) for the PDF for the Bernoulli-
Gaussian noise and assuming that the information symbols
are independent and equally probable, the MAP sequence
detection strategy can be expressed in the logarithmic domain
as

â = argmax
a

K−1
∑

k=0

ln
{

(1 − p)N (rk ; ck(ak, µk), σ2
w)

+ pN (rk; ck(ak, µk), σ2
w + σ2

i )
}

. (9)

Defining the quantities

αk(ak, µk)
4
=

1

2σ2
w

{

|rk − ck(ak, µk)|2
}

− ln

(

1 − p

2πσ2
w

)

βk(ak, µk)
4
=

1

2(σ2
w + σ2

i )

{

|rk − ck(ak, µk)|2
}

− ln

(

p

2π(σ2
w + σ2

i )

)

one can show that (9) can be rewritten as

â = argmin
a

K−1
∑

k=0

{

min[αk(ak, µk), βk(ak, µk)]

− ln
(

1 + e−|∆k(ak, µk)|)}

(10)

where ∆k(ak, µk)
4
= αk(ak, µk) − βk(ak, µk). The detection

strategy defined in (10) can now be used to perform sequence
detection in SC schemes with TCM, where the impulse noise
is modeled as a Bernoulli-Gaussian process. The branch metric
to be used in the Viterbi algorithm at time step k is simply
defined as the k-th term of (10). We point out that a similar
technique is used in [8] to compute the branch metric for a
VA, considering a different impulse noise channel model. This
suggests that the theoretical framework proposed in this paper
can be extended straightforwardly to scenarios with different
types of impulse noise.

2) Optimal Branch Metric for Interleaved MC Schemes with
Impulse Noise: In order to derive the branch metric for an
MC TCM coded system, assuming i.i.d. noise samples, we
can simply adapt the detection strategy (9) using the PDF of
the noise defined in (3). As a consequence, we can rewrite (9)
as

â = argmax
a

K−1
∑

k=0

ln
{

N
∑

`=0

(

N

`

)

p`(1 − p)N−`

·N (rk ; ck(ak , µk), σ2
M [`])

}

(11)

where σ2
M [`] is defined as in (4). Defining

δ
(`)
k (ak, µk)

4
=

1

2σ2
M [`]

{

|rk − ck(ak, µk)|2
}

− ln

{(

N

`

)

p`(1 − p)N−`

}

+ ln
(

2πσ2
M [`]

)

one can express (11) as

â = argmin
a

K−1
∑

k=0

{

min[δ
(0)
k (ak, µk), δ̄

(1)
k (ak, µk)]

− ln

(

1 + e−|∆̄ (0)
k (ak, µk)|

)

}

(12)

where the quantities δ̄
(`)
k (ak, µk) and ∆̄

(`)
k (ak, µk) are recur-

sively defined, for ` = 0, . . . , N − 2, as

δ̄
(`)
k (ak, µk) = min[δ

(`)
k (ak, µk), δ̄

(`+1)
k (ak, µk)]

− ln

(

1 + e−|∆̄ (`)
k (ak, µk)|

)

∆̄
(`)
k (ak, µk) = δ

(`)
k (ak, µk) − δ̄

(`+1)
k (ak, µk)
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Fig. 5. Bit error rate performances, in the presence of impulse noise, for a
64 QAM TCM-4D coded SC system with Euclidean branch metric and the
proposed modified branch metric.

and, for ` = N − 1, as

δ̄
(N−1)
k (ak, µk) = min[δ

(N−1)
k (ak, µk), δ

(N)
k (ak, µk)]

− ln

(

1 + e−|∆ (N−1)
k (ak, µk)|

)

with ∆
(N−1)
k (ak, µk) = δ

(N−1)
k (ak, µk) − δ

(N)
k (ak, µk).

While the above branch metrics are exact for an interleaved
MC scheme, in the following subsection they will be used
in standard (i.e., non-interleaved) MC schemes, where they
are suboptimal. More precisely, the second equality in the
derivation of (9) does not hold in an MC scenario, and
the correct branch metric to be used would be given by
ln p(rk|rk−1

0 , ak
0). This metric is very complicated to compute,

and it is expedient to use the simpler metric calculated for an
interleaved MC channel. As it will be shown in the following
section, the performance obtained using the latter metric is
reasonable and in agreement with the information-theoretic
results. The rationale behind this behavior lies in the fact that
the DFT block “spreads” the impulse noise over all symbols.
Therefore, the samples of the output of this block have,
more or less, a Gaussian distribution and are approximately
independent. Explicit computation of the exact metric for an
MC scheme is an open problem.

3) Numerical Results: In Fig. 5, the performance of an SC
scheme with TCM is assessed in terms of BER versus the bit
SNR Eb/N0, where Eb is the received energy per information
bit and N0 = σ2

w is the one-sided noise power spectral density.
The considered values for p are 10−1, 10−2 and 10−3, and the
considered coding scheme is an eight-state four-dimensional
(4D) 64 QAM TCM scheme [9]. Two different branch metrics
have been considered: the standard Euclidean branch metric,
i.e., exact for AWGN channel without impulse noise, and the
Bernoulli-Gaussian metric given by (10). The average power
of the impulse noise is kept equal to the power of the AWGN,
i.e., σ2

w = p σ2
i . One can observe that, as in the case of uncoded

QAM, the presence of impulse noise causes an error floor
at BER values close to the Bernoulli parameter p. Moreover,
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Fig. 6. Bit error rate performances, in presence of impulse noise, for a
64 QAM TCM-2D coded MC system with Euclidean branch metric and with
cancellation of the sample affected by impulse noise (number of sub-channels
equal to N = 1024).

depending on the values of the SNR and p, the use of the
optimal branch metric provide a gain ranging from 0 dB to
6 dB in terms of SNR, but minor in terms of BER. In other
words, these results show that in a scenario with impulse noise,
TCM schemes are not suitable to cope with impulse noise.
This is due to the insufficient protection of the uncoded bits,
provided by “set partitioning,” against the impulse noise.

In Fig. 6, the performance of a similar MC system with
the same 64 QAM TCM coding scheme is shown, the only
difference with the previous case being that the number of
sub-carriers is now N = 1024. The considered channel is
the 64 kV dispersive channel proposed in [10]. The analyzed
schemes are the scheme with AWGN (used as a reference
model) and the scheme with Bernoulli-Gaussian impulse noise
with parameter p ∈ {10−1, 10−2, 10−3}. In the case with
impulse noise, we first consider the use of the optimal branch
metric derived in (12) and, for reference, we also show
the SNR limit predicted by the information-theoretic results.
Motivated by the results in Section III, we also consider the use
of a simple time-domain processor before DFT demodulation.
This processor simply detects the presence of noise impulses
and substitutes them with zeros.2 The corresponding BER
curves are denoted as “Cancel.” Considering in Fig. 6 the
BER curves corresponding to the system using the time-
domain processor, one can conclude that a simple impulse
noise cancellation algorithm can prevent almost the entire loss
due to the impulse noise, as long as the occurrence frequency
of the latter is sufficiently low. We remark that the error floor
affecting these BER curves is due to the non-zero “false-
alarm” cancellation rate. Use of impulse noise cancellation
techniques is also proposed in [11].

B. LDPC-Coded Transmission

In LDPC-coded schemes, the transmitter first collects infor-
mation bits into vectors of length k which are encoded by an

2Note that detection of a bit interval affected by an impulse of noise can
be easily implemented by using a proper threshold detector.
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LDPC encoder into a vector of binary symbols of length n,
i.e., the codeword. The LDPC codeword binary symbols are
then grouped into 4-tuples and fed to the modulator which
performs Gray mapping of the bits into 16-QAM symbols.
At the receiver a 16-QAM soft demapper computes the a
posteriori probability (APP) of each component bit of the 16-
QAM symbol based on the constellation structure and the
noise PDF. The APPs are fed to the LDPC decoder which
decodes the codeword with the Gallager soft algorithm [6].
By exploiting the random nature of LDPC codes, it can be
shown that the described scheme is a particular instance of bit
interleaved coded modulation (BICM) schemes [12], where the
interleaver has been omitted due to the random structure of the
LDPC code. BICM allows to treat the set modulator-channel-
demodulator as a memoryless channel. Since the performance
of LDPC codes over memoryless channels depends almost
only on the information rate of the channel [13], we expect
that the performance of the proposed LDPC-coded system
over the considered channels will behave as predicted by the
information rate results in Fig. 4.

In Fig. 7, the performance of a regular (3,6) LDPC code [14]
mapped over a 16 QAM constellation, and transmitted over the
three considered channels, is shown. The codeword length is
6000. The maximum number of iterations is set to 100—if the
decoder finds a codeword before the 100th iteration, it stops.
The parameter of the Bernoulli-Gaussian impulse noise is p =
10−2, and the power of the impulse noise process equals the
power of the AWGN. The MC scheme makes use of a number
N of carriers equal to 64 and 256, respectively. As a reference,
the theoretical bounds at the corresponding spectral efficiency
of 2 bits/channel use, are shown, as vertical lines, for (i) the SC
scheme with AWGN, (ii) the SC scheme with impulse noise
and (iii) the interleaved MC scheme with impulse noise. The
performance gap, in terms of SNR, is about 0.3 dB between
the SC scheme with AWGN and the SC scheme with impulse
noise, whereas the gap is approximately 3 dB between the
SC scheme with AWGN and the interleaved MC scheme with

impulse noise. These results are in excellent agreement with
the theoretical limits predicted in Fig. 4.

V. CONCLUDING REMARKS

In this paper, the impact of impulse noise on PLC systems
has been investigated. We have first analyzed the impact of
impulse noise in terms of information rate. These theoretical
results suggest that MC schemes are “intrinsically” less robust,
in terms of power and spectral efficiency, to impulse noise than
SC schemes. In order to validate these theoretical conclusions,
we have evaluated the BER performance of several coded-
modulated schemes (both with TCM and with LDPC-coded
modulations), confirming the theoretical predictions. Our con-
clusion is that MC schemes can be effective only if proper
signal processing techniques are used—a simple cancellation
technique has been considered in this work. While in this
paper we have adopted a simplified model for both the impulse
noise and the channel frequency response in the information
rate analysis, the qualitative implications are quite general, and
we believe that they should be taken into careful account in
modern high-efficiency system design for systems impaired
by impulse noise. The extension of the proposed theoretical
analysis to a more realistic PLC channel model, characterized
by the presence of inter-symbol interference and colored noise,
will be object of further investigations.
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