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In the last decade, significant research on detection algorithms capable of mitigating the effects of colored Gaussian thermal noise and
transition noise in storage systems, has been performed. In this paper, we present a new detection scheme based on a multidimensional
detector front end and multidimensional linear prediction, applied to maximum a posteriori probability (MAP) sequence detection. This
method improves the bit-error-rate (BER) performance with respect to previous approaches and makes the detector quite insensitive to
transition noise. We show that the gain in terms of BER versus signal-to-noise ratio with our detector increases with the user density.
The results obtained for a magnetic storage channel are extendable to optical storage systems as well.

Index Terms—Longitudinal and perpendicular recording, magnetic storage systems, multidimensional linear prediction, multidimen-

sional signal processing, optical storage systems, transition noise.

1. INTRODUCTION

ECORDING densities in magnetic storage systems
Rcontinue to increase at a considerable rate. These high
recording densities require sophisticated detection schemes
in order to preserve system reliability. High-density longitu-
dinal and perpendicular magnetic recording systems based on
thin-film media exhibit severe intersymbol interference, col-
ored Gaussian thermal noise, and signal-dependent transition
noise. The last kind of noise, also known as media noise, is
due to the magnetic interaction between data transitions in the
information sequence stored on the medium: therefore, transi-
tion noise is data-dependent and its power increases with the
recording density. Transition noise comprises transition jitter
and transition width fluctuations: they both occur in the writing
process whenever a transition in the writing current polarity
take place. Transition jitter is a fluctuation of a transition’s
position: this effect results in a shift of the pulse position at the
output of the reading head. On the other hand, width variation
is a fluctuation of the duration of a transition: its effect is that
the pulse shape at the output of the channel is distorted in
amplitude. Transition noise could account for as much as 90%
of the total noise power in recording systems [1], [2].

In the literature, a few channel models have been proposed
to enable the analysis and design of optimum detectors, among
which the microtrack model [3], the signal-dependent autore-
gressive channel model [4], and the position jitter and width
variation model [2], [5]. The latter is used in this paper.

After the definition of a suitable channel model, many au-
thors proposed detection schemes based on signal processing
algorithms to reduce the effects of noise in magnetic recording
channels. In [6], a detection scheme based on linear prediction
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was applied to the estimation of colored thermal noise and a
modified Euclidean-distance branch metric computation in the
Viterbi algorithm was proposed in order to incorporate linear
prediction and enable maximum a posteriori probability (MAP)
sequence detection. The performance improvement comes from
an effective whitening of the noise samples, which exhibit cor-
relation at the detector input due to partial response equalization
[71-191.

The maximum likelihood sequence detector (MLSD) for a
signal-dependent Gaussian noise has been first derived in [10]
under the assumption that the noise can be modeled as an au-
toregressive (AR) process: the resulting structure is a Viterbi al-
gorithm which incorporates signal-dependent noise prediction
into the branch metric computation [11]. Finally, in [12], linear
prediction extended to signal-dependent transition noise was ap-
plied to near-MLSD and other low-complexity sequence detec-
tion structures.

According to the model in [2] and [5], the observable can be
viewed as conditionally Gaussian, given the data, and one is en-
abled to exploit the principle of linear predictive detectors pro-
posed for fading channels [13]-[16]. As a matter of fact, tran-
sition noise, due to its multiplicate nature with respect to the
information sequence, has some similarity with a fading process
that usually affects wireless links.

In this paper, we extend the results in [12] and [16] to a
detector based on a multidimensional front end for longitudinal
and perpendicular magnetic recording channels and optical
storage systems. In more detail, the presence of transition noise
and the need for statistical sufficiency yield a detector front end
with a number of filters proportional to the modeling order of
the transition noise. Multidimensional linear prediction can be
applied to estimate the realization of the transition noise process
in order to incorporate its realization into a Viterbi algorithm
and enable MAP sequence detection. Moreover, thanks to the
proposed multidimensional detector front end, linear prediction
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can operate over a wider set of samples. Numerical analysis
demonstrates good improvements in terms of minimum mean
square prediction error (MMSPE) with respect to the MMSPE
achievable using a monodimensional front end, yielding an im-
proved estimation of transition noise. Since magnetic recording
channels are essentially communication systems characterized
by a great amount of intersymbol interference, we used a bank
of “whitening” filters matched to the impulse response of the
channel in order to reduce the time dispersion of the impulse
response of the information bearing signal as well as the length
of the position jitter and width variation modeling impulses.

The state-complexity of the Viterbi algorithm used in the
proposed multidimensional linear predictive detector was de-
coupled from the prediction order by means of state reduction
techniques [17]-[19]. Specifically, we consider state reduc-
tion by memory truncation and apply per-survivor processing
[20] (PSP) and tentative (preliminary) decision techniques.
Simulations demonstrate good improvements, in terms of
signal-to-noise ratio (SNR), of the proposed multidimensional
linear predictive detector using a front end based on two or
three filters, with respect to conventional detectors.

Finally, since the first-order channel model used to describe
the transition noise process can be applied also to optical and
magneto-optical recording systems [21]-[24], such as digital
versatile disk (DVD) and compact disk (CD), the proposed mul-
tidimensional signal processing technique is extended to these
systems, enabling us to outperform monodimensional detectors
that previously appeared in the literature. This paper expands
upon preliminary work presented in [25].

II. CHANNEL MODEL

In order to describe the proposed multidimensional front
end, we begin by considering a magnetic recording channel
modeled by a first-order position jitter and width variation [5].
Our results can be also extended to optical and magneto-optical
recording systems affected by transition noise in a straightfor-
ward manner. Let h(¢,w) denote the response to an isolated
transition recorded in magnetic or optical media, where ¢ is
time and w is a parameter characterizing the pulsewidth. Let
ar, € {£1} be the information bits to be stored. Assuming
that transition noise can be decomposed into position jitter
and width variation, the read back waveform r(t) corrupted by
additive white Gaussian thermal noise 7)(t) with power spectral
density Ny/2 can be expressed as

r(t) =) beh(t+ Aty — kT, w + Awg) +n(t) (1)
k

where b, = ap — ar—1 € {0,£2} denote transition symbols,
Aty and Awy, modeled as independent Gaussian random vari-
ables with standard deviations o o and o A, represent the effect
of position jitter and width variation noise, respectively, and T is
the symbol period. Obviously, when ooy = 0 and oa,, = 0, the
model reduces to a magnetic recording channel without tran-
sition noise. For the pulse response h(t,w), we have adopted
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the well-known Lorentzian approximation [26] for longitudinal
recording, i.e.,

1
h(t =
() = 2t/ PWay)?
where PW5( = 2w is the pulsewidth at half the maximum am-
plitude. For perpendicular recording systems, we adopt the ap-
proximation [27], [28]

@)

PWsq

h(t,w) = erf (2 \/Et)

where we have introduced the error function

erf(z) = % /0 e dz

and defined the parameter PW5y = 2w as the pulsewidth at
half the maximum amplitude of Oh(t,w)/0t. We define the
parameter D = PW5o/T as the normalized density.

According to [2] and [29], taking an nth-order Taylor series
expansion of the read back impulse, the signal at the channel
output can be approximated as a linear sum of the noise-free
response and residual responses due to deviations around the
nominal position and width of the pulse. Limiting the series ex-
pansion to the first order, the read back impulse associated to
this (first-order) channel model can be approximated as

h(t + Atg, w + Awy) ~ h(t,w)

tkah(t?w) + Aw Oh(t,w)

A .
+ ot M ow

G

Defining the impulse response of the filters modeling the posi-
tion jitter and width variation noise process as!

ha(t) = Bh(att,w)
ho(£) = 7‘9’1;2”)

and using this first-order approximation (3) in (1), the contin-
uous waveform at the output of the channel can be approximated
as r(t) = y(¢) + n(t), where we have defined y(t) as

y(t) =D br[h(t = kT) + Atghy(t— kT) + Awyho (t = ET)].
’ )

A block diagram descriptive of the first-order channel model is
shown in Fig. 1.

III. SUFFICIENT STATISTICS

We now derive a set of sufficient statistics for the considered
digital storage channel affected by transition noise. The method
can be applied to both longitudinal and perpendicular recording

IThe subscript denotes the variable of differentiation.



PIGHI et al.: MULTIDIMENSIONAL SIGNAL PROCESSING AND DETECTION FOR STORAGE SYSTEMS WITH DATA-DEPENDENT TRANSITION NOISE

@ [ _p | ntw) el e
Aty T
b h) ﬁi n(t)

Awy,

—>Cj/<)—> hw (t) J

Fig. 1. Storage channel model with first-order media noise and additive white
Gaussian thermal noise.

systems, as well as optical storage systems. The signal at the
output of the channel can be expressed as?

r(t) = y(t,a,0) +n(t) (5)

where a is a data information vector, @ is a random vector col-
lecting the unknown parameters affecting the observable, i.e.,
the sequences of random variables {At} and {Awy}, n(t) is
an additive white Gaussian thermal noise process with mono-
lateral power spectral density No and y(t, a, ) is defined as in
(4). Given a probabilistic model of 8 with realizations in a suit-
able space © and noting that, for any finite number of trans-
mitted bits, an information lossless discretization of signal r(¢)
by expansion over an orthonormal finite-dimensional basis can
be achieved, the detection strategy can be formulated as

a = arg max P(a)f(r|a) (6)

where P(a) is the a priori probability of the information se-
quence a and f(r|a) is the conditional probability density func-
tion (pdf) of the observation vector r, given the information
sequence a. Under the assumption of statistical independence
between # and a, the conditional probability density function in
(6) can be expressed as

f(rla) = /@ f(r|6.a)f(8) dB ™

in which the integral is over the parameter space © and f(@)
is the pdf of vector 6. Given the sequences of random variables
{Ati} and {Awy}, i.e., the parameter vector @, and the data
sequence a, the observation vector r is conditionally Gaussian.
Therefore, it is possible to express the conditional pdf of the
observation vector as

1
——||r — y(a,0)|?
o Ll

(mNo) =
1 @) — 2Ry o)
(WNo)%

®)

2The used notation highlights the dependence of y(¢) on a random vector 6
and an information vector a.
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where || - || denotes the Euclidean norm, the quantity ||r||? is ir-
relevant in the detection process and can be discarded, y(a, 8)
is a discretization of y(¢,a,#), N is the dimensionality of the
observation vector and the symbol ~ denotes a monotonic re-
lationship with respect to the variable on interest (i.e., the data
sequence a). Using (8) in (7), we obtain

f(rla)

1

1 / N

~N — [ 0
(TNo) % Jo

The discrete correlation between the observation vector 7 and
the signal vector y(a, ) can be equivalently expressed in the
time domain, thanks to the optimal discretization procedure, as
a correlation integral

lly(a, 0)[" — 2R{r y(aao)}]f(a) "

r’y(a,0) = /OO r(t)y(t; a,0) dt. )

— 00

Similarly, the square Euclidean norm of y(a, #) is equal to the
energy of the signal

ge )

Iy(a.)” = [

J —oo

y*(t;a,0) dt.

Using (4), the correlation integral in (9) can be expressed as

/ h r(ty(tie.0)dt =" { / h ber(t)h(t — kT) dt

— 00 k — 00

+ bkAtk / ’I‘(t)ht(t - kT) dt

— 00

+ bpAwy, /OO () hy(t — kT) dt] . (10)
Finally, defining the following quantities
xh = /Oo r(t)h(t — kKT dt
Y = / (et — KT dt
2} = /Oo r(t)hy(t — kT dt
Equation (10) becomes
/°° r(t)y(t; a,0)dt = Z brah,
- k
+) " beAtyy;,
k
(1)

+ Z bkA’lUkz;c.
k

Equation (11) shows that (z},, v}, 2;)” is a vector of sufficient
statistics for the detection process in a storage channel with data-

dependent transition noise, according to the model of Fig. 1.
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Fig. 2. Multidimensional detector front end for a storage channel model with
first-order media noise and additive white Gaussian thermal noise.

These sufficient statistics can be obtained from the time-contin-
uous received signal r(¢) by means of a multidimensional de-
tection front end, as shown in Fig. 2.

The proposed front end is based on a bank of filters, each
followed by a sampler at the symbol rate: the first filter is the
usual matched filter, whereas the second and the third filters are
matched to the second and third impulse responses modeling the
transition noise, respectively. We remark that commonly used
front ends are based on the matched filter A(—t, w) only, in spite
of the fact that in the presence of transition noise the discrete ob-
servation sequence {z} } is not a sufficient statistic. An intuitive
explanation of the fact that {z7 } is not a sufficient statistic in
the presence of transition noise may be based on the multiplica-
tive nature of this noise with respect to the transition sequence
{br}. In fact, the transition noise waveform can be viewed as
a noisy signal corrupting information bits, but also as another
kind of information-bearing signal superimposed on the useful
signal. This point of view is confirmed also by recent works in
[30] and [31], where it is shown that for a magnetic recording
channel with transition noise, the information rate at the output
of a matched filter3 is increased with respect to a channel model
affected by colored thermal noise only. This means that the tran-
sition noise process is ultimately a signal carrying useful infor-
mation. The proposed front end enables the extraction of this
residual information from the observation of r(¢) and its use to
improve system reliability, i.e., to improve bit-error-rate (BER)
performance.

It is worth highlighting that our derivation of the sufficient
statistics can be straightforwardly extended to storage channel
models with transition noise of higher order [2], [29]. The
number of filters in the multidimensional front end is controlled
by the degree of approximation of the transition noise process,
i.e., the order of the Taylor series expansion of the read back
impulse. For example, a second-order channel model would re-
sult in a detector front end composed of a bank of five matched
filters.

Linear prediction can be applied to estimate the realization of
the transition noise process in order to incorporate its realization
into a Viterbi algorithm and enable MAP sequence or symbol
detection. With respect to the algorithms proposed in the litera-
ture [6], [12], which deal with colored Gaussian thermal noise
and transition noise, respectively, and are based on the observa-
tion of {z/ } only, we can now operate on an augmented set of
useful observations, allowing the described detector to outper-
form the previously proposed detection schemes.

3The first matched filter in the front end in Fig. 2.
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Fig. 3. Multidimensional detector front end with whitening filters for a channel
model with first-order media noise and additive white Gaussian thermal noise.

We remark that the set of sufficient statistics is independent of
the nature of the random variables modeling the transition noise.
If we assume correlation between transition noise samples Aty
and Awy, the set of sufficient statistics does not change, and
linear prediction is still optimal. If we drop the Gaussianity as-
sumption on At and Awy, the observation sequences at the
output of the proposed multidimensional front end are sufficient
statistics for a given approximation order, despite linear predic-
tion is not optimal. As a consequence, under the non-Gaussian
assumption, the linear predictive detector described in the fol-
lowing sections is conceptually suboptimal, although it may still
offer good performance in practical cases. Finally, note that, at
higher transition noise power, the observable is not Gaussian
even because higher order terms in the Taylor series expansion
may not be neglected. However, we expect that, at high SNR
values, where the higher order effects become negligible, the
performance of the linear prediction detector shows a limited
SNR loss. These issues are the subject of current investigation.

Since the relevant impulse responses are characterized by a
large amount of intersymbol interference, in order to reduce
the complexity of the detector, instead of adopting a partial re-
sponse equalizer with the purpose of channel shortening, a bank
of thermal noise whitening filters (WF) matched to the impulse
responses of the multidimensional front end can be used.

The proposed multidimensional detector front end with a
bank of whitening filters is shown in Fig. 3: note that, from
the reversibility theorem [32], [33], the set (wx, yx, 21 )7 at the
output of whitening filters is still a vector of sufficient statistics.
The whitening process reduces the dispersion of the impulse
response of the information-bearing signal as well as the length
of the position jitter and width variation modeling impulses.
These whitening filters decorrelate the thermal noise samples
in the time domain only, in the sense that the thermal noise
samples at the output of the first, second, and third matched
filters are independent from past or future samples at the
output of the first, second, and third filters, respectively. The
output samples, however, are still correlated with each other
in “space.” This means that a nonvanishing cross correlation
still exists between noise samples, at different time indexes,
at the output of the three matched filters. However, this is not
a limiting factor because a linear predictive detector can cope
with this correlation. We remark the fact that we use a bank of
WF not for whitening the thermal noise samples (this could be
alternatively done using linear prediction) but with the purpose
of obtaining an overall discrete time channel model as close
as possible to a minimum phase system for which the energy
is delayed of a minimum amount among all systems having a
given magnitude frequency response [34].
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Having obtained a set of sufficient statistics, we can now in-
vestigate how these quantities can be used to perform sequence
detection: this issue is addressed in the next section.

IV. DETECTION STRATEGY BASED ON LINEAR PREDICTION

Assuming a first-order channel model, we have shown that
the quantities at the output of the whitening filters (2, yx, 2x)
are sufficient statistics for sequence detection. Collecting these
samples into suitable vectors x, ¥, z, we can reformulate the de-
tection strategy (6) in equivalent form as

a= argmgxP(a)f(z7y,z|a). (12)

Assuming causality and applying the chain factorization rule to
the multidimensional conditional pdf, we obtain

=

k—1  k—1 _k—1,

7y0 7z0

-1
II ¢ al) (13)

f(z,y,z|a,): xlmyk Zk|$

where :z::f is a shorthand notation for the vector collecting signal
observations from time epoch k7 to ko and K is the length of
the transmission. The three-dimensional conditional pdf in (13)
can be further factored as a product of three monodimensional
conditional pdfs, i.e.,

f (e, zelzg gy 2 s al)
=/ (xklzﬁ‘l,y’o" 253 ;)
I (yelzs™ 95 265 ap)
(Zk|$k 1 ylg 1,215_1;0,’5). (14)

We can observe that the first pdf in (14) is conditioned on the
past output samples from the first channel, from time O to time
k — 1, and from the second and the third channel, from time 0 to
current time k; the second pdf is conditioned on the past output
samples from the first and second channel, from time O to time
k — 1, and from the third channel, from time O to current time k;
the last pdf is conditioned on the past output samples from all
channels, from time O to time k£ — 1.
Using (14), we can now rewrite (13) as

K—-1
f@,y,z1a) = [ [f(exl=t " v5, 20; a)
k=0
(yel=6~" 95", 26; a5)
f (zeles ™ g6~ 26 s ah)]
K-1
k
= H $k|”"k u?yk v Zk—p; Uk, Ck)
k=0
f (welzy =) yi "L zh s ak, Ci)

k—1_k—1

(Zk|zll::: 11/7yk vZk—v Qk> Ck)] (15)

In the last step of (15), in order to limit the detector’s memory,
we have assumed Markovianity of order v in the conditional
observation sequences. Moreover, we have defined a state of the
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system accounting for the “postcursors” and “precursors” of the
impulse responses and the order of Markovianity v as

Ck = (Ak—1,0k—2, =3, ..., Qx—_L) (16)

where L = 61 + 62 + v, with ¢; and 2 denoting the number
of precursors and postcursors in the impulse responses. The as-
sumed Markovianity results in an approximation whose quality
increases with v.

Since the thermal and transition noise processes have
Gaussian distribution, the observation is Gaussian, given the
data. The application of the chain factorization rule in (15)
allows us to factor the multidimensional conditional pdf in (12)
as a product of 3K one-dimensional conditionally Gaussian
pdfs, completely defined by the conditional means

-~ k=1 ,k k
$k:E{J}k|$k viYk—vs k- V;akvck}

O = E{y|z)~ llnyk ,,Jﬁ vk, Cr}
k—1

2k —E{Zk|-"7k ,,7yk ,,7Zk v Ok, Ck}
and the conditional variances
5'92“ - E{[xk _a:k] |Ik v yk v zk y’ak7<k}
yg\ E{[/yk - "/k]2 |EZ 11/ yk_y7zk vy Ak, Ck}

62, = Eflze — 2 |23, ¥ 20 2000 as G-

It should be now clear that zj, 9, and Zj can be interpreted

as linear predictive estimates of =y, yi, and zg, respectively,
and 62 and 6 a . as the relevant MMSPESs [35]. It is also

Tk JL ’
possible to express explicitly the conditional means as*

Ty = E{wklzk Y, Zh_iak, G = s(ak, G)

+ Zpl,l,i(ak7 Ge)[wr—i = s1,k—i(ar, G

=1

+ ZP1,2,i(ak7 Ce)[Wr—i — 52,k—i (@, Ck)]
i=0

+ Zpl,?,,ai(ak-, Ck)#k—i — 83, k—i(ar, (k)] (17)
i=0

O = E{yelzi Ly 2t 2i s an, G b = sa(an, G

+ sz,l,i(am Ce)lzr—i — 51, k—i(ar, (k)]
=1

+ szg,i(am C)[Wr—i — 52,k—i(ak, Cr)]
=1

+ sz,B,i(ak7 Ce)[2h—i — 53, k—i(ak, Ck)] (18)
i=0

Zk—E{Zk|$k Yz ak, Gk b = sa(an, G

+ Zp3,1,i(ak~, Ce)@r—i — 51,k—i(an, Gx))

i=1

+ Zp3,2,i(ak~, Ck)[?/kfi - 32,k7z’(ak; Ck)]

i=1

+ ) pasilan, G)lzrmi — sak—i(a, ()]

=1

19)

4We note that the prediction process is not homogeneous [36].
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in which the linear prediction coefficients p , i(ax, (x) at time
1 are the solution of the Wiener—Hopf matrix equation [37], with
index m denoting the branch number in the channel model of
Fig. 1 (from top to bottom) and ¢ denoting the branch number in
the detector front end. The observation sequences have nonzero
conditional means, given the data, s1 x(ak, k), s2.6(ak, (k).
and s3 (ax, (x), defined as

62
s1k(ak, ) = E{zklar, (u} = Z azfl;(cl)Z
1=—0b81
b2
sak(ar, Ge) = Efyrlar, G} = Y aigy;
i=—6
62
s3,k(ak, Ck) = E{yk|ak, (e} = Z aigy?;
i=—61
where g,(vl) , g,(f) and g,(c?’) are the discrete-time impulse responses

of the noiseless signal components at the output of the first,
second, and third front end filter, respectively.

Note also that, for a given value of v, the number of prediction
coefficients py ., ;(ax, () used in (17)—(19) changes with re-
spect to the number of past samples defined in the conditioning
events and that prediction coefficients are state dependent. For
instance, from (17) one can see that 2, depends on v samples
at the output of the first whitening filter, and on v + 1 samples
at the output of the second and third whitening filters. On the
other hand, from (18), it should be noted that 7, depends on v
samples at the output of the first and second whitening filters
and on v 4 1 samples at the output of the third whitening filter,
and, from (19), one can note that Z; depends on v samples at the
output of all whitening filters. The solution of the Wiener—Hopf
matrix equation for multidimensional linear prediction will be
presented in Section V.

The detection strategy (12), the factorization (15), and the
linear prediction (17)—(19) allow us to derive the branch metric
to be used for sequence detection in a Viterbi detector. Taking
the logarithm, we can express these branch metrics as

(:Ek|$:;711/7y£7 vy Z]l: vi Ok, Ck)
+1nf("/k|"’:k v yk y?zk 1/7ak7(:k)
+In f (zle 2 w3, 200 0k, G)

+ In P[ak(gk)]
Assuming that the information bits are independent and identi-

cally distributed, and discarding irrelevant terms, the resulting
branch metrics can be finally expressed as

Ae(ar, Cr) =

X 12
T — Tk .
)\k(ak7Ck)=—[ kAQ d —Iné2,
Ty
[yr — 91)? I
B
[2k — 2)? .
— 762 —1In U?k

Zk

The state-complexity of a linear predictive detector can be
naturally decoupled from the prediction order » by means of
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state-reduction techniques [17]-[20]. Let Q@ < L denote the
memory parameter to be taken into account in the definition of
a “reduced” trellis state

Wi = (ak—lyak—27 .. ~7ak—Q)'

The branch metric can be obtained by defining a “pseudostate”
[38]

Celwr)= | -1, ar—Qsar—q@—1(wWk)s ..., p—q@—P(wk),

~~

Q bits

~~

P bits

k—Q—P—1,--+,0k—L (20

J

U=L—Q-P bits

where P bits may be chosen by a per-survivor processing tech-
nique [20], and the last U = L—@Q— P bits can be defined as ten-
tative (or preliminary) decisions ar, at the detector output. Note
that @ _qg—1(ws), - - -, Gx—q— p(wk) are the information bits as-
sociated with the survivor of wy. The branch metric Ax(ax,wr)
in the reduced-state trellis can be defined in terms of this pseu-
dostate (20) according to

Me(ar, wi) = Me(ag, Ce(wr)).

V. MULTIDIMENSIONAL LINEAR PREDICTION

In this section, we describe how linear prediction can be ap-
plied to a multidimensional observation vector collecting the
sufficient statistics (2, yx, z)7 and how to obtain an estimate
of the transition noise samples at the output of each whitening
filter. As in a monodimensional scenario, we start defining a
cost function J(P) which represents the mean square error be-
tween the transition noise samples at the output of the multidi-
mensional detector and a possible set of estimates of the media
noise process.

Defining the vectors X; [T, vk, z6)T and s, =
[sl,k(ak,Ck),SQ,k(ak,Ck), Sg,k(ak,ck)]T collecting the
channel and the noiseless signal components at the output
of the whitening filters, respectively, it is possible to express
the cost function as

2

ZP[Xk i — Sk—i

J(P)=E k — Sk) ak, Ck

1)
where P is a matrix collecting all prediction coefficients, which
must be determined in order to minimize the cost function J(P).
The quantity

Xk — Sk = [Tk — S1k(0k, k), Yk — S2,k(ak, Ck),
2z — s3,(ak, Ge)]T
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denotes the transition noise samples we want to predict, and the
quantities x;_; — Sx—; represent the data [35] (i.e., the past sam-
ples of transition noise) to be used to perform linear prediction.
Note that the sum index ¢ in (21) is not explicitly initialized, be-
cause it depends on the number of the transition noise samples
available at the output of the whitening filters.

The cost function (21) can be expressed explicitly as

[ — 51, (ar, Cr)]

J(P):E{

— ZPL 1,i(ars Ce)@r—i — s1,k—i(an, Cr)]
i—1

- Zpl,z,i(ak; Ck)[ykfi - 52.,kfi(ak7 Ck)]
i=0

v

= prsi(an, G)lze—i — s3.k—i(a, Ge)]

=0

+ [y — s2.0(ak, Co)]

— sz, 1,i(ars Ce)@r—i — s1,k—i(ak, Cr)]

i=1

- sz,Z,i(akH Ce)lyr—i — s2,k—i(ar, Ck)]
Zjl ,

- sz 3, i( @k, C)[2k—i — $3.6—i(ak, (k)]
i=0

+ |[zr — s3.x(ak, (k)]
= > ps.1ilar, Co)lwe—i — s15—i(ax, Gi)]
=1

- Zp3,2,i(ak7 Ck)[yk—i - 32,k—i(ak7 Ck)]

i=1

v
- Zp3,3,i(ak7Ck

i=1

Mek—i — s3—ilak, Ck)]]

ak;Ck}-

(22)

Since the cost function defined in (22) is a sum of three pos-
itive functions of disjoint sets of variables, the minimization
can be performed separately on each function. In the following,
we show how to obtain the prediction coefficients for the first
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channel (i.e., {p1,1,:},{p1,2,:} and {p1,3,:}) only. Defining a
prediction vector p, for the first channel as>

pr=[pa P iP5

and a data vector

T
k k—1 k—1
dk—l/ = (zk—u - sl’k—y(a’k'/ Ck)> ;
e
k—v

(y’,:;—l/ - sg,k—l/(alﬁ Ck))Ta

~ ~ v
k
Y.

(zlkc—l/ - slg,k—u(ah Ck))T

~ J

B,
where ¢~} are v transition noise samples at the output of the
first whitening filter, 1/)’,2_,/ and uﬁ_y are v + 1 media noise

samples at the output of the second and third whitening filter,
we can express the cost function for the first channel as

T
almgk}-

Applying the gradient operator with respect to the prediction
vector p;, we have

Ji(p))=FE { [¢k —PlT' di—u] [‘f’k _PlT ' df_,,}

Vp, Ji(p1) =2E {dﬁ_u (di_,)" |ax, Ck} Py
—2FE {¢>k 'd£7u|ak7ﬁk} - (23)

We are now able to formulate the Wiener—Hopf equation as

R(alm Ck) ‘P = q(ak’? <k) (24)

where the system matrix is defined as in (25) at the bottom of
the page, and the vector of known terms is

E{brndr L}
E{éf_,}
E{¢rpul_,}

5In order to simplify the notation, we omit the dependence of p, on (ay, (x.).

q(ak7 Ck) =

) (i)} e{(eh) '
) (o) E{(0hn) ") es)
N (I
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The system matrix R(ay, () is based on the autocorrela-
tion sequence of the transition noise samples at the output of
the first whitening filter and the crosscorrelation between these
samples and the samples at the output of the other whitening
filters. Thanks to the multidimensional front end, we can ex-
ploit the crosscorrelation between media noise samples to im-
prove the prediction process. We remark that the noise samples

Z:,lﬂ':/;],z_,,, and I"Z;,, are not available at the detector: they
must be evaluated through the observation of the output of the
multidimensional front end and a reconstruction of noiseless
signal components associated with the survivor path leading to
state (k.

The linear system defined in (24) can now be solved using
Cholesky factorization [35], obtaining the prediction coefficient
vector

P =R (ar, () - qla, )

Since the transition noise sample we wish to estimate is data de-
pendent, the system matrix R(a, () and the vector g(ay, ()
are also data dependent: it should be clear that the prediction
coefficients are also data dependent. The prediction coefficients
can be precomputed, given the state (3 and the current informa-
tion bit ag, and stored in a lookup table.

Rewriting the cost function .J; (p,) as an explicit function of
the predictor vector p;, we obtain

Ji(py) = E { [st —P1T -d'zi_,,] ) [¢k —P1T : dz—u}T}
— E{|¢x?} - 2E {plT - ¢k}
+E {plT dy_, - (dﬁ_,,)T -pl}
=o,-2-p," -E {dﬁ,,, : ¢>k}
ot m{d, (6) )
where O’i is the variance of the transition noise. Using the defini-

tion of p;, R(ax, (i), and g(ax, (), we can express the MMSPE
as

Jipy) =05 —2-p" qlar, ) +p," - Rlar, ) - py

= ‘73) —q" (ar, ) - R (ak, &) - qlan, C)
= 03) —P1T : Q(ak7<k>-

The same procedure can be used for the computation of the
prediction coefficients and the relevant MMSPEs associated
with the second and third front end filter.

VI. SIMULATION RESULTS

We start considering magnetic longitudinal storage channels.
In Fig. 4, we show the prediction error obtained both for a
monodimensional front end (indicated by 1D), for a bidimen-
sional front end (2D) and for a three-dimensional front end
(3D), for a normalized density D = 2.50. In the bidimensional
case, the second front end filter was selected to be matched to
either the time derivate of the Lorentzian pulse (2D; curves)
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Fig. 4. MMSPE versus number of prediction coefficients # for longitudinal
magnetic recording with D =2.50, « =95%, A = 50%, and SNRy; = 10 dB.

or the width derivate of the Lorentzian pulse (2D,, curves).
Since media noise arises in transitions, a bit pattern character-
ized by continuous changes of the writing current’s polarity,
the so-called “all-transition” pattern {1,—1,1,—1,...}, was
considered. An average MMSPE is also shown, by averaging
over all possible bit patterns defining a trellis branch (ay, (x)
(“averaged” pattern).

The SNR with transition noise [39] is defined at the input of
the Viterbi detector for a one-dimensional front end as

SNRo =

or +o7,

where P is the signal power, o2 is the thermal noise power, o2,
is the transition noise power, and a = 100 x [02, /(02 + 02))]
denotes the percentage of transition noise with respect to total
noise. In order to evaluate the MMSPE, the signal-to-noise ratio
was fixed at SNRg; = 10 dB, i.e., assuming a 95% transition
noise consisting of 50% position jitter and 50% width variation
(in a more compact form, we can write A = 50%, where A
is the fraction of transition noise power due to position jitter
[39]). Fig. 4 shows that, using a bidimensional front end and a
prediction order v = 2, it is possible to obtain gains between 4.5
and 7.0 dB for the all-transition bit pattern, with respect to the
MMSPE obtained by a monodimensional detector front end (1D
curves). Finally, the MMSPE obtained for the three-dimensional
detector, further improves over the results of the bidimensional
front end by at least 1.5 dB.

Fig. 5 shows the BER obtained for a monodimensional front
end without transition noise (ISI + AWGN curve), with transi-
tion noise but without linear prediction (ISI 4 Transition Noise
curve) and with both transition noise and linear prediction
(Linear Prediction curve), for a density D = 2.50 and a 95%
transition noise with A = 50%. All the BER curves are obtained
by Monte Carlo simulations with random data sequences: the
number of transmitted bits is set to 128 - 108, which guarantees
good numerical accuracy. In Fig. 5 we set 6; = 3 precursors,
69 = 8 postcursors, a prediction order ¥ = 2, state-reduction
parameters P = 4 and U = L — P — Q = 4. Therefore, the
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Fig. 5. BER for the Lorentzian magnetic channel model with transition noise
at D = 2.5,a = 95%, and A = 50%.

Viterbi algorithm searches a trellis diagram with 251+ = 32
states. The BER curve obtained with linear prediction and
a monodimensional front end shows an SNR gain of almost
2.5 dB, with respect to the one obtained without linear predic-
tion. With a bidimensional detector front end (Linear Prediction
2D curves), the BER outperforms the 1D linear prediction curve
by approximately 0.6 dB (note that the 2D; curve lays upon
the 2D,, one), while with the multidimensional detector the
gain, with respect to the ISI 4 Transition Noise curve, is nearly
3.5dB.

Fig. 6 shows the BER curves for a monodimensional front
end, applied to a channel affected by transition noise, without
linear prediction (ISI 4 Transition Noise curve) and with linear
prediction (1D Linear Prediction curve), and the performance of
a three-dimensional detector with linear prediction (3D Linear
Prediction curve), for a density D = 2.50 and a 70% transi-
tion noise with A = 50%. The simulations have been carried
out assuming §; = 3 precursors, a prediction order v = 2,
state-reduction parameters P = 4 and U = L — P — Q = 4.
Therefore, the Viterbi algorithm searches a trellis diagram with
32 states. With respect to Fig. 5, one can observe that: i) the ac-
tual “ISI + Transition Noise” curve is moved to the left due to
a reduced transition noise power; ii) the “1D Linear Prediction
curve” is shifted to the right because the quality of the linear
prediction is limited by the increased thermal noise; and iii) the
“3D Linear Prediction curve” does not substantially change its
position. This finding confirms the robustness of the proposed
multidimensional detector, i.e., while for relatively low media
noise percentage o a monodimensional detector has a BER per-
formance limited by a decreased quality in the estimate of the
transition noise sample (the prediction coefficients have ampli-
tude that decreases when the power of the white thermal noise
increases), the multidimensional detector is able to extract all
the information available at the output of the channel and use it
for the computation of the prediction coefficients.

Fig. 7 also presents the BER obtained using both the monodi-
mensional and the three-dimensional detector with linear pre-
diction, operating with different values of the predictor order v.
The user density is set to D = 2.5 and a 95% transition noise
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Fig. 6. BER for the Lorentzian magnetic channel model with transition noise
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Fig. 7. BER for the Lorentzian channel model with transition noise at D =
2.5, a0 = 95%, and A = 50% as a function of the predictor order v.

with A = 50% is assumed. As already observed, in order to
obtain a good quality in the estimation of transition noise, it is
possible to operate with a small value of v, i.e., v = 2.

Fig. 8 shows the BER obtained using the proposed multidi-
mensional detector operating at a user density D = 3.25 and
assuming a 95% transition noise with A = 50%. These curves
are obtained with §; = 3 precursors, 6o = 9 postcursors, a
prediction order v = 2, state-reduction parameters ° = 5 and
U = 5. The gain obtained with the multidimensional detector
with respect to the ISI 4 Transition Noise curve is about 5 dB,
showing that, as the density increases, the proposed detector can
cope very well with an increased transition noise power.

We now extend these results to perpendicular magnetic
recording systems. Fig. 9 shows the performance of a monodi-
mensional detector without linear prediction (ISI+ Transition
Noise curve) and mono (1D) and bidimensional (2D;) detectors
operating at user density D = 2.50, assuming a 95% transition
noise consisting of only the position jitter contribution, i.e.,
A = 100%. In order to obtain these curves, we used a Viterbi
processor which searches a trellis diagram with 16 states, with
61 = 1 precursors, 6 = 7 postcursors, a prediction order
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Fig. 9. BER for a perpendicular magnetic channel model with transition noise
consisting of position jitter noise only, at D = 2.50, ¢ = 95%,and A = 100%.

v = 2, state-reduction parameters P = 3 and U = 2. Fig. 10
shows similar results for a user density of D = 3.25. In this
case, the used parameters were 0; = 1 precursors, 02 = 6
postcursors, a prediction order v = 2, per-survivor processing
with state-reduction parameter P = 3 and U = 3. The SNR
gain obtained by the bidimensional detector with respect to
the ISI + Transition Noise curve is about 5 dB in both cases
(Figs. 9 and 10). Note that a reduced SNR gain with respect
to the 1D curve is now present. However, by increasing the
user density D (compare Figs. 9 and 10), the proposed detector
shows a larger improvement.

Finally, we consider optical recording systems affected by
transition noise. The origins of the media noise include non-
evenness, roughness, and birefringence in the substrate, which
are substantially determined by the stamp and the mastering
process [40]. As a consequence, although for such kind of sys-
tems the nature of transition noise is related to optical phe-
nomena, it is possible to apply the first-order channel model as
well. These systems can be modeled by a transition response
h(t,w) similar to the transition response used in perpendicular
magnetic recording systems [21]-[24]. As a consequence, it is
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A = 100%.

possible to extend the proposed multidimensional detector to
these storage systems.

In Fig. 11, we present curves of prediction error obtained for
a monodimensional front end (indicated by 1D) and for a bidi-
mensional front end (2D ), for an optical recording system with
anormalized density D = 4.6 (DVD density). These results are
obtained using a transition response h(t,w) defined as in (2): as
a consequence, an optical digital system is equivalent to a per-
pendicular recording system working at higher user density.

In the bidimensional case, the second front end filter was se-
lected to be matched to the time derivate of the erf(z) pulse (2D
curves), since we assumed that the 95% transition noise power
is due only to position jitter (A = 100%). A bit pattern charac-
terized by continuous changes of the writing current’s polarity,
i.e., the “all-transition” bit pattern, and an “averaged” bit pattern
is considered.

Fig. 12 shows the gain, in terms of SNR, between a monodi-
mensional detector without linear prediction (ISI+ Transition
Noise curve) and a mono (1D) or a bidimensional (2D;) de-
tector. We used a Viterbi processor searching a trellis diagram
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Fig. 12. BER for the optical channel model with transition noise consisting of
position jitter noise only (A = 100%), at D = 4.6 and a = 95%.

with 32 states, with §; = 1 precursors, 6 = 9 postcursors, a
prediction order v = 3, state-reduction parameters P = 4 and
U = 4. The gain obtained with the multidimensional detector
with respect to the ISI 4 Transition Noise curve is about 6 dB,
whereas the gain with respect to the 1D curve is 2.5 dB, con-
firming that, as the density increases, the proposed detector can
cope very well with an increased transition noise power.

VII. CONCLUSION

A set of sufficient statistics for the digital storage channel
subject to data-dependent transition noise has been proposed.
These sufficient statistics can be obtained through a multidi-
mensional detector front end. Multidimensional linear predic-
tion can be used to modify the branch metrics of a Viterbi de-
tector in order to improve the performance and make it quite
insensitive to transition noise. The gain in terms of BER versus
SNR achievable using the proposed detector, with multidimen-
sional front end and linear prediction, increases with the user
density D. The proposed multidimensional signal processing
technique was applied to longitudinal and perpendicular mag-
netic recording systems, as well as optical storage system, such
as DVD, demonstrating a good capability of coping with in-
creasing storage density.
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