International Symposium on Information Theory and its Applications, ISITA2004

Parma, Italy, October 10-13, 2004

Does the Performance of LDPC Codes depend on the Channel?

Michele Franceschini, Gianluigi Ferrari and Riccardo Raheli

Universita di Parma
Dipartimento di Ingegneria dell’Informazione
Parco Area delle Scienze 181A
1-43100, Parma, Italy

E-mail:

mfrance@tlc.unipr.it

gianluigi.ferrari@unipr.it
raheliQunipr.it

Abstract

In this paper, we analyze the performance of Low Den-
sity Parity Check (LDPC) codes on memoryless chan-
nels. We use a recently proposed analysis technique
for iterative decoding based on EXtrinsic Information
Transfer (EXIT) charts. We show that, based on this
technique, the predicted performance of an LDPC code
does not depend on the specific memoryless channel,
but only on the mutual information (MI) between the
input and the output of the channel. As a validation of
this conjecture, we evaluate the performance of some
LDPC codes over five representative memoryless chan-
nels and we compare them, obtaining results in excel-
lent agreement with our conjecture.

1. Introduction

In the last decade, the introduction of new cod-
ing techniques has made it possible to achieve near-
capacity transmission over the additive white Gaussian
noise (AWGN) channel. In particular, the codes in-
vented in [1], i.e., Low Density Parity Check (LDPC)
codes, were recently rediscovered and analyzed in [2].
The assumptions considered in [1] for the derivation of
an iterative decoding algorithm are relative to a mem-
oryless channel, i.e., a channel such that, condition-
ally on the transmitted symbols, its output observa-
tions are mutually independent. Regular LDPC codes,
as introduced in [1], have been extended to irregular
LDPC codes which show improved performance [3]. In
particular, an ensemble of LDPC codes can be defined
in terms of degree distributions [4], which correspond
to polynomials describing (statistically) the internal
structure of the codes. In [5], a powerful analysis tech-
nique, based on EXtrinsic Information Transfer (EXIT)
charts and first developed in [6] for Turbo Codes (TC),
was applied to LDPC codes.
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In this paper, we show that the analysis of LDPC
codes based on EXIT charts suggests that the behav-
ior of an ensemble of LDPC codes (i.e., a set of codes
with given degree distributions) does not depend on
the particular memoryless channel, but only on the
constrained input capacity (indicated as Cgi) of the
channel. We then support this conjecture with simula-
tion results relative to various LDPC codes transmit-
ted over the following two groups of memoryless chan-
nels [7]. The first group, representative of symmetric
channels, is constituted by a binary-input (BI)-AWGN
channel, a Binary Symmetric Channel (BSC) and a Bi-
nary Erasure Channel (BEC); the second group, repre-
sentative of asymmetric channels, is constituted by a Z
channel and a Binary Asymmetric Channel (BAC). An
early stage version of our conjecture can also be found
in [4], where the authors noted that the same codes,
optimized for the AWGN channel, showed good perfor-
mance when used for transmission over other memory-
less channels, such as BSC and BEC. We give a com-
parison of the performance based on the channel pa-
rameter C.;, and a simple justification of the obtained
results.

The paper outline is as follows. In Section 2, we
introduce some tools useful to the subsequent analy-
sis. In In Section 3, we introduce the main conjecture
underlying this paper. In Section 4, we present some
numerical results enforcing our conjecture. Section 5
concludes the paper.

2. LDPC Codes and EXIT Charts

In linear block codes, a vector of bits y is a code-
word iff Hy = 0, in which H is a binary matrix defined
as parity check matriz. LDPC codes are linear block
codes with a sparse parity check matrix H, i.e., a par-
ity check matrix with a few ones and many zeros [1].
In [1], it is shown how to build, in a one-to-one cor-



respondence with H, a graph consisting of two kinds
of nodes, also known as bipartite graph. Each node of
the first kind, called check node, is associated with a
row of H; each node of the second kind, called vari-
able node, is associated with a column of H. A wvari-
able node is connected to a check node if there is a
“1” in the corresponding position given by the inter-
section of the respective row and column of H. This
interpretation of a linear block code led, in [1], to the
design of an asymptotically (in the codeword length)
optimal decoding algorithm, such that each node sends
and receives real-valued messages through the graph
branches. This algorithm has recently been described
as a particular instance of a broader class of algorithms
also known as sum-product algorithms [8].

Following the notation in [4], a node has degree d if
it has d branches departing from it. The degree distri-
butions of a linear block code correspond to the couple
of polynomials (A(x), p(x)) defined as follows:
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where p; is the fraction of branches in the graph con-
nected to degree-j check nodes and \; is the fraction
of branches in the graph connected to degree-i variable
nodes. The polynomial p(x) is also known as the check
node degree distribution and A(z) is also known as the
variable node degree distribution.

In the decoding process, the nodes on the graph
act as “processing blocks.” In particular, the reliabil-
ity information, generated by a node and transmitted
over an edge, depends on the reliability values received
from all edges connected to the node [1]. The decoding
algorithm is based on the following two basic steps:

lI>
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1. variable nodes compute and send their messages
to the connected check nodes;

2. check nodes compute and send their messages
back to the connected variable nodes.

These steps are repeated until a suitable stopping con-
dition is met: for example, a valid codeword has been
selected. At the very first iteration, variable nodes
compute their messages assuming no information at all
from check nodes; this is equivalent to sending chan-
nel reliability values, in the form of logarithmic likeli-
hood ratios (LLRs) relative to the codeword symbols,
directly to the check nodes.

In the EXIT chart-based analysis of LDPC codes [5,
6, 9], the set of variable nodes and the set of check nodes
are treated as a blocks which process soft messages at
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Figure 1: Block scheme for the receiver.

their inputs and generate soft messages at their out-
put. The ensemble of messages generated by a group
of nodes, either variable or check, will be referred to
as “message set”. In Figure 1, a pictorial representa-
tion of the receiver shows two different blocks: block
A represents the set of all variable nodes, or variable
node detector (VND); block B represents the set of
all check nodes, or check node detector (CND). Each
message set, at the input or output of a block, can be
viewed as the output of a channel with the actually
transmitted codeword at its input: the message set is
indeed a stochastic function of the transmitted code-
word. For each message set, the Mutual Information
(MI) between the transmitted codeword and the mes-
sage set can then be computed. In Figure 1, I,, denotes
the MI at the output of the VND, and I. the MI at
the output of the CND. The underlying assumption is
that the MI at the output of a block is a function of
the MI at the input, regardless of the actual statistical
distribution of the messages. In [6], sufficient condi-
tions for an accurate analysis are outlined. It can be
shown that a simple Gaussian approximation for the
messages (seen as random variables) at the output of
the variable nodes makes the previous assumption very
accurate.

The decoding process can thus be described as a re-
cursive computation of the MI between variable node
blocks (LDPC VND) and check node blocks (LDPC
CND). Plotting the MI at the output of each block
as a function of the MI at the input, i.e., drawing
the corresponding EXIT chart, it is possible to predict
the convergence characteristics of the decoding process.
In Figure 2, the EXIT chart for an LDPC code with
p(z) = 2° and A(z) = 2? and E,/Ny = 1.8 dB is
shown. The upper function I, is the MI at the output
of variable nodes versus the MI at their input; the lower
function 1! is the inverse of the MI at the output of
check nodes versus the MI at their input. The use of
the inverse of the function I. is expedient for a graphi-
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Figure 2: EXIT chart for an LDPC code with p(x) = 2
and \N(x) = x2. The dashed line represents the trajec-
tory corresponding to the recursive evolution of the MI.

cal study of the recursive evolution of the MI, as shown
in Figure 2 by the dashed line. It can be shown [5] that
the previous considerations imply that I, depends on
the variable node degree distribution A(x) and on the
channel and I, depends only on the check node degree
distribution p(z). Note that at the start point of the re-
cursive decoding process, I, = 0, since the check nodes,
at the very first iteration, have no information to pass
to the variable nodes. The start point of the recursion
is therefore (0, I,,(0)), as shown in Figure 2.

3. The Start Point in Exit Charts

What is the meaning of the start point in an EXIT
chart? The messages at the output of variable nodes at
the very first iteration correspond to the LLRs, based
on the channel observations, of the transmitted sym-
bols [1]. These quantities are sufficient statistics for
an optimal decision on the transmitted sequence. This
means that the MI between these LLRs and the trans-
mitted binary sequence is equal to the MI between the
channel output and the transmitted binary sequence,
also known as the constrained-input channel capacity
C.i- Hence, at the first iteration the MI generated at
the output of a variable node block in the LDPC de-
coder is I, = Cg;. This value corresponds, as stated in
Section 2, to the point (0, I,(0)), i.e. the start point of
the EXIT chart decoding trajectory.

In the considered decoding scheme, the channel in-
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Figure 3: BER wversus channel capacity for various
LDPC codes transmitted over three binary-input sym-
metric memoryless channels.

fluences the generation of the LLRs at the variable
nodes at the very first iteration. The remaining part of
the decoding algorithm is independent on the specific
channel. Assuming that the EXIT chart-based analysis
is accurate, one could thus conclude that the conver-
gence of the decoding process of an ensemble of LDPC
codes, described by their degree distributions, depends
only on the constrained input channel capacity and not
on the particular channel—provided that the channel
is memoryless. This means that if a random code of a
given ensemble shows, with high probability, negligible
Bit Error Rate (BER) when used over a memoryless
channel with given Cg;, this code, with high probabil-
ity, will show negligible BER also when used over any
other memoryless channel with equal C.. This also
means that the presence of a processing block between
the memoryless channel and the LDPC decoder does
not improve the decoding convergence, because it can-
not improve the overall channel Cg;.

These results are intuitive, and their accuracy is
strictly related to the accuracy of the EXIT chart-based
analysis. In the next section, simulation results will be
presented to support our conjecture.

4. Numerical Results

We have considered Monte Carlo simulations rela-
tive to three LDPC codes transmitted over five different
memoryless channels. The considered codes, with rates
1/4, 1/2 and 3/4, respectively, were generated starting
from optimized degree distributions found in [10]. The
codeword length is set to 10000 binary symbols in all
cases, and the maximum decoding iteration number has
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Figure 4: BER wersus channel capacity for various
LDPC codes transmitted over two binary-input asym-
metric memoryless channels (the AWGN channel is
kept for comparison purposes).

been set to 100 (the decoding process can stop earlier if
a codeword is obtained). The chosen memoryless chan-
nels are divided in two sets: (i) a binary input AWGN
channel, a BSC and a BEC in the first set, and (ii) a Z
channel and a BAC in the second set.

All the channels in the first set are symmetric (i.e.
channel capacity equals C;) and depend on a single pa-
rameter (the signal-to-noise ratio for the AWGN chan-
nel, the transition probability for the BSC, and the
erasure probability for the BEC): given the channel ca-
pacity, this parameter is uniquely defined. The chan-
nels of the second set are binary input but asymmetric,
since the transition probability (0 — 1) is different from
the transition probability (1 — 0). In particular, for
the Z channel P{0 — 1} = 0. For the BAC two pa-
rameters are necessary. We chose to specify the ratio
t £ P{0 — 1}/P{1 — 0} as a constant parameter.
The MI between the input and the output of the chan-
nel, i.e., the start point of the EXIT charts, is not the
channel capacity anymore, because of the asymmetry
of these channels.

In Figure 3, the BER curves of all three codes,
transmitted over the channels of the first set, are shown
as a function of the channel capacity—note that the
channel capacity can assume values between 0 and 1,
since the transmitted symbols are binary. From the re-
sults in Figure 3 it is immediate to observe that the con-
vergence threshold, in terms of capacity, depends only
on the code, but not on the channel. The slight dif-
ferences between the BER curves relative to the same
code depend on the actual code structure, which con-
tains cycles [4], and on the approximate nature of the
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EXIT chart-based analysis technique.

In Figure 4, the BER curves of the asymmetric
channels of the second set are shown. In particular for
the BAC the ratio t = 3.0. For comparison purposes,
the performance over the AWGN channel is also shown.
Clearly the conjecture holds for asymmetric channels as
well. Usually asymmetric channels are disregarded, be-
cause of the inherent complexity of performing analyses
by means of density evolution [11].

A remark is worth while at this point. In order
to get insights into the performance of LDPC codes,
the right parameter to be analyzed might not be the
BER, which does not explicitly appear in the EXIT
charts, but rather the MI between the message set at
the last iteration (at the output of variable nodes) and
the transmitted sequence. Nevertheless, since the pow-
erful LDPC codes exhibit a typical threshold behavior,
the most interesting parameter is the threshold value.
As shown, this value can be graphically evaluated in a
BER-versus-capacity plot, corresponding to the cliff of
the BER function.

5. Conclusions

In this paper, we have conjectured and demon-
strated that good LDPC codes for a particular memo-
ryless channel are good for any memoryless channel, in
the sense that they provide similar BER in the same
capacity region, regardless of the channel type. An in-
tuitive justification has been provided and Monte Carlo
simulations have been presented to support this conjec-
ture.

A direct application of this result is to design of
LDPC codes whose output binary symbols are mapped
over a high-order constellation descriptive of M-ary
modulations. At the receiver side, a soft demapper
can generate reliability values for the mapped bits to
be passed to the LDPC decoder. If no iterative ex-
change of information between the soft demapper and
the LDPC decoder is allowed, the EXIT chart based
analysis suggests that the behavior of the decoder de-
pends only on the degree distributions of the LDPC
code. The reliability values generated by the demap-
per can thus be re-interpreted as outputs of a memory-
less channel. Hence, assuming non iterative detection,
LDPC codes designed for a simple memoryless channel
(e.g., BSC) will be a good choice also if mapped over
high-order modulations.
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