
UNIVERSITÀ DEGLI STUDI DI PARMA
DIPARTIMENTO DI INGEGNERIA DELL’INFORMAZIONE

Dottorato di Ricerca in Tecnologie dell’Informazione
XXVIII Ciclo

Alessandro Ugolini

Physical and MAC layer techniques
for next generation satellite communications

DISSERTAZIONE PRESENTATA PER IL CONSEGUIMENTO

DEL TITOLO DI DOTTORE DI RICERCA

GENNAIO 2016





UNIVERSITÀ DEGLI STUDI DI PARMA

Dottorato di Ricerca in Tecnologie dell’Informazione

XXVIII Ciclo

Physical and MAC layer techniques

for next generation satellite communications

Coordinatore:

Chiar.mo Prof. Marco Locatelli

Tutor:

Chiar.mo Prof. Giulio Colavolpe

Dottorando: Alessandro Ugolini

Gennaio 2016





Table of Contents

List of Figures v

List of Tables ix

List of Acronyms xi

Introduction 1

1 Background 3
1.1 MAP Symbol Detection: the BCJR Algorithm . . . . . . . . . . . . 3

1.2 Mismatched Detection . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Channel Shortening . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Time-Frequency Packing . . . . . . . . . . . . . . . . . . . . . . . 11

2 Optimization of Single-Satellite Broadcasting Systems 15
2.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.2 Figures of Merit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 Detection Algorithms for the Nonlinear Channel . . . . . . . . . . . 22

2.3.1 Optimal MAP Detection: the Chip Detector . . . . . . . . . 23

2.3.2 Lower Complexity Detection Algorithms . . . . . . . . . . 23

2.4 Bandwidth and Symbol Rate Optimization . . . . . . . . . . . . . . 26

2.4.1 Numerical Results . . . . . . . . . . . . . . . . . . . . . . 26

2.5 Advanced Optimization Techniques . . . . . . . . . . . . . . . . . 31



ii Table of Contents

2.5.1 Time Packing . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.5.2 Constellation and Shaping Pulse Optimization . . . . . . . 33

2.5.3 Numerical Results . . . . . . . . . . . . . . . . . . . . . . 35

2.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3 Analysis of Multiple Satellites Broadcasting Systems 45
3.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.2 Achievable Rates in a MAC . . . . . . . . . . . . . . . . . . . . . . 49

3.3 Achievable Rates by FDM . . . . . . . . . . . . . . . . . . . . . . 51

3.4 Achievable Rates by the Alamouti Scheme . . . . . . . . . . . . . . 55

3.5 AWGN Channel with Average Power Constraint . . . . . . . . . . . 56

3.6 AWGN Channel with Peak Power Constraint . . . . . . . . . . . . 60

3.6.1 Analysis for a Single Transmitter . . . . . . . . . . . . . . 60

3.6.2 Extension to for Two Transmitters . . . . . . . . . . . . . . 62

3.6.3 Practical Constellations for AWGN Channel with PPC . . . 66

3.7 Satellite Channel Model . . . . . . . . . . . . . . . . . . . . . . . 69

3.7.1 Numerical results . . . . . . . . . . . . . . . . . . . . . . . 71

3.8 Practical Codes for Multiple Satellites Systems . . . . . . . . . . . 77

3.9 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4 Multiuser Detection in Multibeam Satellite Systems 83
4.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.2 Information-theoretic Analysis . . . . . . . . . . . . . . . . . . . . 87

4.3 EXIT Chart Analysis . . . . . . . . . . . . . . . . . . . . . . . . . 93

4.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 95

4.4.1 LDPC Design for Iterative Detection/Decoding . . . . . . . 101

4.4.2 Joint Bit Mapping for Scenario 2 . . . . . . . . . . . . . . . 103

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5 Spectral Efficiency Improvements of Earth Observation Links 105
5.1 Single Channel Scenario . . . . . . . . . . . . . . . . . . . . . . . 105

5.1.1 Optimization of the Reference Architecture . . . . . . . . . 106



Table of Contents iii

5.1.2 Numerical Results . . . . . . . . . . . . . . . . . . . . . . 108
5.2 Two Channels Scenario . . . . . . . . . . . . . . . . . . . . . . . . 111

5.2.1 Optimization of the Reference Architecture . . . . . . . . . 112
5.2.2 Numerical Results . . . . . . . . . . . . . . . . . . . . . . 114

5.3 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

Conclusions 119

Bibliography 121

Acknowledgements 133





List of Figures

1.1 AIR for the CS receiver with increasing complexity on the EPR4
channel using a BPSK modulation. . . . . . . . . . . . . . . . . . . 10

1.2 Block diagram of the receiver using the adaptive CS technique. . . . 10

1.3 Schematic view of orthogonal (a) and FTN (b) signaling in the time
domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1 Block diagram of the satellite transponder. . . . . . . . . . . . . . . 19

2.2 HPA characteristics. . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3 IMUX (a) and OMUX (b) filters characteristics. . . . . . . . . . . . 21

2.4 Block diagram of the CR. . . . . . . . . . . . . . . . . . . . . . . . 24

2.5 Block diagram of the FS-MMSE receiver. . . . . . . . . . . . . . . 25

2.6 ASE for CR and FS-MMSE detectors with α = 0.2. . . . . . . . . . 27

2.7 Symbol rate and roll-off optimization for the FS-MMSE receiver. . . 28

2.8 SE for CR and FS-MMSE detectors with α = 0.2. . . . . . . . . . . 29

2.9 SE for the FS-MMSE detector, for different symbol rates and roll-offs. 29

2.10 ASE for 8PSK with different receivers. . . . . . . . . . . . . . . . . 30

2.11 ASE for 16APSK with different receivers. . . . . . . . . . . . . . . 31

2.12 ASE and pASE comparison. . . . . . . . . . . . . . . . . . . . . . 32

2.13 ASE for all described detectors when time packing is employed. . . 35

2.14 ASE envelope in case of optimized time packing and the chip detector. 36

2.15 MSE between the actual signal and that considered by the chip detector. 37

2.16 ASE comparison between 8PSK and 1+7APSK. . . . . . . . . . . . 39



vi List of Figures

2.17 ASE comparison with predistortion for constellations with M = 16. 39

2.18 GD output and ideal 1+7APSK constellation. . . . . . . . . . . . . 40

2.19 GD output and ideal 3+13APSK constellation. . . . . . . . . . . . . 40

2.20 PER for DVB-S2X codes, with 8PSK and 1+7APSK, with the FS-
MMSE detector. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.21 Tested practical MODCODs. . . . . . . . . . . . . . . . . . . . . . 43

3.1 Block diagram of the analyzed system. . . . . . . . . . . . . . . . . 48

3.2 Achievable rates region in the case I2 < I1. . . . . . . . . . . . . . . 51

3.3 Examples of spectral efficiency regions. . . . . . . . . . . . . . . . 52

3.4 Joint ASE for different values of γ (AWGN channel with APC). . . 58

3.5 Practical ASE for different values of γ (AWGN channel with APC). 59

3.6 ASE for single transmitter for distributions composed of an increas-
ing number of circles m (AWGN channel with PPC). . . . . . . . . 63

3.7 Optimal number of circles of the capacity-achieving distribution for
a single transmitter. . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.8 Joint ASE for different values of γ (AWGN channel with PPC). . . . 65

3.9 Practical ASE for different values of γ (AWGN channel with PPC). . 66

3.10 ASE regions for γ2 =−6 dB (AWGN channel with PPC). . . . . . . 67

3.11 Single transmitter capacity and ASE for PSK/APSK constellations. . 68

3.12 Joint ASE for PSK/APSK constellations and different values of γ . . 68

3.13 Practical ASE for PSK/APSK constellations and different values of γ . 69

3.14 Block diagram of the considered satellite transponder. . . . . . . . . 69

3.15 Transponder bandwidth allocation for FDM. . . . . . . . . . . . . . 70

3.16 ASE achievable by PSK and APSK for two satellites and γ2 = 0 dB. 73

3.17 ASE achievable by PSK/APSK constellations for two satellites, using
FDM and γ2 = 0 dB. . . . . . . . . . . . . . . . . . . . . . . . . . 73

3.18 PDF of the signal amplitude with 16PSK and γ2 = 0 dB. . . . . . . 74

3.19 CDF of the signal amplitude with 16PSK and γ2 = 0 dB. . . . . . . 75

3.20 ASE achievable by PSK and APSK for two satellites and γ2 =−6 dB. 75

3.21 ASE regions for the two-satellites channel with γ2 =−6 dB. . . . . 76



List of Figures vii

3.22 ASE and practical MODCODs for the two-satellites scenario. . . . . 78
3.23 Joint constellations for PSK. . . . . . . . . . . . . . . . . . . . . . 79
3.24 Joint mapping for two QPSK constellations. . . . . . . . . . . . . . 80
3.25 Classical mapping for two QPSK constellations. . . . . . . . . . . . 81
3.26 ASE and practical MODCODs with the proposed joint mapping. . . 81

4.1 Schematic view of the considered architecture. . . . . . . . . . . . . 86
4.2 Example of MAC capacity region. . . . . . . . . . . . . . . . . . . 89
4.3 Graphical proof of Theorem 1. . . . . . . . . . . . . . . . . . . . . 91
4.4 Maximum rate achievable by “User 1”, for U = 2, Gaussian symbols,

and R2 = 1/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.5 Block diagram of the considered system. . . . . . . . . . . . . . . . 94
4.6 Typical MODCODs distribution. . . . . . . . . . . . . . . . . . . . 97
4.7 AIR of “User 1” for case 1 and the three considered scenarios. . . . 97
4.8 AIR of “User 1” for case 2 and the three considered scenarios. . . . 98
4.9 AIR of “User 1” for case 3 and the three considered scenarios. . . . 98
4.10 Information rate of “User 1” when it is located at the center of the

beam. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.11 AIR and MODCODs of “User 1” in case 1. . . . . . . . . . . . . . 101
4.12 EXIT chart for scenario 2 in case 1 at P/N = 3 dB. . . . . . . . . . 102

5.1 Block diagram of the transmitter for the single channel scenario. . . 106
5.2 Adopted OMUX filter for the single channel EO scenario. . . . . . . 107
5.3 Block diagram of the proposed SPD. . . . . . . . . . . . . . . . . . 109
5.4 ASE for the single channel scenario and optimized symbol rate. . . 110
5.5 ASE for the single channel scenario and time packing. . . . . . . . 111
5.6 Block diagram of the transmitter for the two channels scenario. . . . 112
5.7 Evolution of the transmitter for the two channels scenario. . . . . . 114
5.8 ASE for the two channels scenario with L = 0. . . . . . . . . . . . . 115
5.9 ASE for the two channels scenario with L = 1. . . . . . . . . . . . . 116





List of Tables

2.1 DVB-S2X MODCODs (* means iterations between detector and de-
coder). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.2 DVB-S2X MODCODs with the proposed optimized constellation. . 42

3.1 Psat/N range of the envelope IJ,p for PSK and APSK constellations
and γ = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.2 Psat/N range of the envelope IJ,p for PSK and APSK modulations and
γ = 1/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

3.3 MODCODs for overlapped signals with γ2 = 0 dB. . . . . . . . . . 77
3.4 MODCODs for overlapped signals with γ2 =−6 dB. . . . . . . . . 78
3.5 MODCODs for overlapped signals and the proposed joint mapping. 82

4.1 Power profiles for the considered simulations, corresponding to a
two-color frequency reuse. . . . . . . . . . . . . . . . . . . . . . . 96

4.2 Details of designed LDPC codes. . . . . . . . . . . . . . . . . . . . 102
4.3 BER convergence thresholds for the proposed solutions. . . . . . . 103

5.1 Optimized symbol rate Rs (in Mbaud) for the curves in Figure 5.4. . 110
5.2 Optimized symbol rate and frequency spacing for the MUD with L =

1 and 8PSK. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116





List of Acronyms

AIR achievable information rate

APC average power constraint

APSK amplitude/phase shift keying

ASE achievable spectral efficiency

AWGN additive white Gaussian noise

BCH Bose, Chaudhuri, and Hocquenghem

BCJR Bahl-Cocke-Jelinek-Raviv

BER bit error rate

BPF band-pass filter

BPSK binary phase shift keying

CDF cumulative distribution function

CND check-node decoder

CR conventional receiver

CS channel shortening

DPD data predistorter



xii List of Acronyms

DVB digital video broadcasting

DVB-S digital video broadcasting for satellite

DVB-S2 digital video broadcasting for satellite, 2nd generation

DVB-S2X digital video broadcasting for satellite, 2nd generation extensions

EO Earth observation

EXIT extrinsic information transfer

FDM frequency division multiplexing

FE front-end

FS fractionally-spaced

FSM finite-state machine

FTN faster-than-Nyquist

GD gradient descent

HPA high power amplifier

IBO input back-off

ICI interchannel interference

IMUX input multiplexer

ISI intersymbol interference

LDPC low-density parity-check

MAC multiple access channel

MAP maximum a posteriori

MF matched filter



List of Acronyms xiii

MI mutual information

MMSE minimum mean-square error

MODCOD modulation and coding scheme

MSE mean-square error

MUD multiuser detector

OBO output back-off

OMUX output multiplexer

pASE pragmatic achievable spectral efficiency

PDF probability density function

PER packet error rate

PPC peak power constraint

PSK phase shift keying

QPSK quadrature phase shift keying

RRC root-raised cosine

SE spectral efficiency

SISO soft-input soft-output

SNR signal-to-noise ratio

SPD signal predistorter

SUD single-user detector

TDM time division multiplexing

TFP time-frequency packing

VND variable-node decoder





Introduction

In the broad area of modern telecommunications, satellite communications are a
growing field, which, year after year, offers an increasing variety of services. Among
the many applications of communications through a satellite link, we mention the
delivery of video signals, internet access, mobile telephony. Moreover, satellites are
also widely used in localization scenarios, security applications, traffic control, and
Earth observation missions. This growing demand has pushed the research commu-
nity towards the study of methods to exploit more efficiently the limited bandwidth
available.

The work presented in this thesis, hence, falls within the scope of the improve-
ment of the spectral efficiency, that is, the amount of information per unit of band-
width and time, of modern satellite communications systems. We will discuss and
analyze several different scenarios, proposing the application of advanced techniques
to maximize the spectral efficiency in each case. We point out that said techniques
are completely general, and can be successfully applied to many different telecom-
munications scenarios, not limited to satellite links.

After a brief overview of some techniques and tools that will be applied to the
different scenarios, provided in Chapter 1, each chapter focuses on a different prob-
lem.

Chapter 2 presents the results obtained in support of the standardization of the ex-
tensions to the current standard for digital video broadcasting. In this scenario, aimed
at the delivery of a video stream, we will derive the optimal transmission rate that can
be supported by current architectures, and we will then investigate the application of



2 Introduction

advanced techniques at the transmitter and at the receiver.
Chapter 3 still focuses on signal broadcasting, but in a scenario in which two co-

located satellites are available. Co-located satellites are commonly used as a backup
in case of failure or to cover different frequency bands. Instead, we will study the po-
tential benefits arising from the simultaneous activation of the two satellites to serve
the same user on the same frequency band. We will analyze different models for the
communication channel, deriving information theoretic bounds for the transmission
rates under the assumption of different transceiver strategies.

In Chapter 4, we propose the application of multiuser detection in the forward
link of a multibeam satellite system. In this application, corresponding, for example,
to internet access through satellite, each user experiences a high level of interference
coming from signals in adjacent cells. We will analyze and compare three different
scenarios, corresponding to three alternative transceiver schemes.

Finally, Chapter 5 targets the spectral efficiency optimization in Earth observation
links. In this scenario, the information data to be transmitted are generated on the
satellite, for example as images of the Earth surface, and then transmitted to ground
stations. We will consider two different configurations and compare the application
of various approaches, both at the transmitter and at the receiver sides.



Chapter 1

Background

This chapter provides a quick overview of some techniques that will be applied to
the different scenarios addressed in the next chapters. In particular, the problem of
maximum a posteriori (MAP) symbol detection will be addressed first. Then, since
optimal MAP detection is often unfeasible on a realistic channel, some suitable tech-
niques for complexity reduction are introduced. Finally, a technique that allows to
increase the spectral efficiency (SE) of transmission systems by properly optimizing
the symbol interval and the frequency spacing of the transmitted signals is described.

1.1 MAP Symbol Detection: the BCJR Algorithm

In this section we briefly review the most common algorithm for MAP symbol de-
tection, the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm, named after the authors
who first proposed it [1]. Let us consider, for the sake of simplicity, a discrete-time
linear intersymbol interference (ISI) channel,1 for which the received signal can be
expressed as

yk =
L

∑
`=0

h`xk−`+wk , k = 0, . . . ,K−1 , (1.1)

1The same considerations can be easily generalized to more complex channel models.
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where xk is the symbol transmitted during the k-th interval, {h`}L
`=0 are the coeffi-

cients of the channel response, assumed of finite length L, and wk is a complex ad-
ditive white Gaussian noise (AWGN) sample with variance N0. This channel model
can be equivalently represented in vector notation as

y = Hx+w , (1.2)

where we have defined the vectors y = [y0, . . . ,yK−1]
T , x = [x0, . . . ,xK−1]

T , and w =

[w0, . . . ,wK−1]
T , and the matrix H, with dimensions K×K, which represents the ISI

channel. Note that this representation assumes the use of the Forney model [2] for the
observable; however, the MAP symbol detection strategy can be straightforwardly
applied also when adopting the Ungerboeck model [3, 4].

The aim of a MAP symbol detector is to compute a decision on each transmitted
symbol based on the whole sequence of observed samples, as

x̂k = argmax
xk

P(xk|y)

= argmax
xk

p(y|xk)P(xk) , (1.3)

where P(xk) is the a priori probability of the symbol, and p(y|xk) is the probability
density function (PDF) of the received vector conditioned to the transmission of the
symbol xk. If we interpret our channel with memory as a finite-state machine (FSM),
with the state defined as σk = [xk−1, . . . ,xk−L], the BCJR algorithm computes the PDF
p(y|xk) as

p(y|xk) = ∑
σk,σk+1

αk(σk)βk+1(σk+1)p(yk|xk,σk) . (1.4)

The terms αk(σk) and βk+1(σk+1) in (1.4) are the forward and backward metrics of
the BCJR, respectively, and they can be recursively updated as

αk+1(σk+1) = ∑
xk,σk

αk(σk)p(yk|xk,σk)P(xk) (1.5)

βk(σk) = ∑
xk,σk+1

βk+1(σk+1)p(yk|xk,σk)P(xk) , (1.6)

provided that the starting values of the recursions are properly initialized.
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The MAP symbol detection strategy is then composed of a forward and a back-
ward stage, in which the quantities (1.5) and (1.6) are computed, respectively, fol-
lowed by the computation of the a posteriori probabilities on the symbols, P(xk|y),
through (1.4) and (1.3). The BCJR algorithm is a soft-input soft-output (SISO) de-
tector, that, together with decisions on symbols, provides reliability information on
said decisions, that can be exploited by a properly designed decoder. The described
detection algorithm can be conveniently implemented by means of the framework
provided by factor graphs and the sum-product algorithm [5].

1.2 Mismatched Detection

A key problem, related to the analysis and the design of a communication system, is
the evaluation of the ultimate performance limit imposed by a given channel, to be
interpreted as an ideal benchmark for any practical system over the same channel. An
important performance limit is given by the achievable information rate (AIR), that
is, the average mutual information per symbol, which is defined as

I(x;y) = lim
K→∞

1
K

E
[

log2
p(y|x)

∑x′ p(y|x′)P(x′)

]
[bit/ch. use] . (1.7)

In (1.7), E[·] denotes the expectation operator, p(y|x) is the channel PDF, and P(x)
is the probability distribution of the transmitted symbols. With reference to the chan-
nel (1.2), the channel PDF is

p(y|x) = 1
(πN0)K exp

(
−‖y−Hx‖2

N0

)
=

1
(πN0)K exp

(
−y†y−2ℜ

{
y†Hx

}
+x†Gx

N0

)
, (1.8)

where the operator (·)† stands for Hermitian (i.e., transposed and complex conju-
gated), ℜ denotes the real part of a complex number, and G = H†H. The AIR (1.7)
can be effectively computed for a practical channel with the numerical method de-
scribed in [6]. However, this method assumes the availability of the optimal BCJR
detector for the channel under considerations, hence, the knowledge of the PDF (1.8).
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If the channel PDF is not known, or the optimal detector has an excessive complexity
that does not allow for a practical implementation, we cannot directly resort to the
technique in [6].

In this case, we can compute a lower bound on the AIR, obtained by replacing
p(y|x) in (1.7) with an arbitrary auxiliary channel law q(y|x) with the same input and
output alphabets as the original channel, according to the principle of mismatched
detection [7]. The resulting lower bound is

Iq(x;y) = lim
K→∞

1
K

E
[

log2
q(y|x)

∑x′ q(y|x′)P(x′)

]
[bit/ch. use] . (1.9)

If the auxiliary channel law represents a finite-state channel, q(y|x) can be com-
puted, by using the optimal MAP symbol detector for that auxiliary channel [6].
Clearly, this detector will be suboptimal for the actual channel, and hence the result-
ing AIR will be a lower bound on the actual one. However, this bound is achievable by
that specific receiver, according to mismatched detection [6,7]. We point out that the
sequence y is generated according to the real channel model, and hence the adopted
technique can be successfully applied to derive lower bounds on the information rate
for any channel model.

1.3 Channel Shortening

The complexity of the optimal MAP detection algorithm can quickly become un-
manageable when the size of the trellis increases, that is, when the channel memory
is high and/or the dimension of the adopted constellation grows. There have been two
main directions to address this problem: i) to perform detection on the original trellis
but exploring only a fraction of it (see, for example, [8–10]), or ii) to build a reduced
trellis that is then processed with full complexity (refer to [11, 12]). The technique
known as channel shortening (CS) falls in the second category. The history of CS
receivers starts in the early 1970s with the work of Falconer and Magee [13], which
originated further research on the topic [14–20]. In all these works, the receivers have
been designed to minimize the mean-square error (MSE) between the transmitted and
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received signals. This strategy, however, does not directly correspond to the highest
achievable transmission rate from an information theoretical perspective.

The work of Rusek and Prlja [21] generalizes the previous works on CS by
proposing a technique to design the optimal receiver for a given reduced complexity,
from an information theoretic point of view, for a generic linear channel. In partic-
ular, the optimal front-end (FE) filter for channel shortening and branch metrics for
trellis processing are derived in closed form under the assumption of Gaussian inputs,
but the authors show that the performance is excellent also when adopting practical
discrete constellations.

In this section, we briefly review the main results of [21] for the special case of
ISI channels. Let us consider again the model (1.2) and the corresponding channel
PDF (1.8). To achieve the desired complexity reduction, (1.8) can be replaced by the
mismatched channel law

q(y|x) = 1
(πNr)K exp

(
−y†y−2ℜ

{
y†Hrx

}
+x†Grx

Nr

)
, (1.10)

where the matrices Hr, Gr and the mismatched noise density Nr are subject to opti-
mization.2 By removing the terms irrelevant for the detection process, namely those
that do not depend on the transmitted symbols x, the mismatched law (1.10) can be
redefined as

q(y|x) = exp
(
2ℜ
{

y†Hrx
}
+x†Grx

)
, (1.11)

where, without loss of generality, Nr has been absorbed into the design of Hr, and
Gr. We can notice from (1.11) that the need for trellis processing arises only from
the matrix Gr; hence, Gr must be computed such that (Gr)mn = 0 for |m− n| > L,
where (Gr)mn denotes the element of the matrix at row m and column n, and L is the
desired length of the resulting shortened channel response. To achieve an effective
complexity reduction, L must be selected to be lower than the actual channel memory.

In [21], the matrices Hr, and Gr are designed to maximize the lower bound (1.9)
on the AIR of the channel. For ISI channels, Hr and Gr are perfectly characterized
by the discrete sequences hr and gr, and the derivation of the optimal CS filter and

2Note that (1.10) does not necessarily need to be a valid PDF.
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channel response can be simplified. Let H(ω) and G(ω) be the Fourier transforms
of hr and gr, respectively. It can be proved [21] that, for an ISI channel with transfer
function H(ω) and a receiver trellis characterized by Gr(ω), with minω Gr(ω)>−1,
the optimal receiver filter is

Hr(ω) =
H†(ω)

|H(ω)|2 +N0
(Gr(ω)+1) , (1.12)

where H(ω) is the Fourier transform of the actual channel response h. Notably, the
filter (1.12) can be seen as the cascade of a minimum mean-square error (MMSE)
filter, that does not depend on the reduced channel memory L, followed by a filter
with transfer function Gr(ω)+1. When the memory L is equal to zero, (1.12) reduces
to a classical MMSE filter.

The steps to compute Gr(ω) can be summarized as follows (refer to [21] for a
complete theoretical analysis), for a channel with known transfer function H(ω) and
noise density N0.

1. Compute

B(ω) =
N0

|H(ω)|2 +N0
(1.13)

and its inverse Fourier transform {b`}L
`=−L.

2. Define the vector b = [b1, . . . ,bL] and the matrix B as the Toeplitz matrix of
dimension L×L formed from the vector [b0, . . . ,bL−1], that is

B =


b0 b1 . . . bL−1

b1 b0 . . . bL−2
...

...
. . .

...
bL−1 bL−2 . . . b0

 .

3. Compute the real-valued scalar c = b0−bB−1b†.

4. Define the vector u = 1√
c [1,−bB−1].
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5. Finally, compute the optimal reduced channel response gr as

gr
` =

min(L,L+`)

∑
i=max(0,`)

uiu∗i−`−δ` , `=−L, . . . ,L , (1.14)

where δk is the Kronecker delta function, and its Fourier transform Gr(ω).

The authors of [21] also provide a closed-form expression for a lower bound to the
AIR of the channel, achievable with the optimal detector for the considered reduced
trellis, under the assumption of Gaussian distributed input symbols. This lower bound
can be computed as ILB = log2

1√
c .

As mentioned, although the theoretical derivation of the CS filters assumes that
the input symbols have Gaussian distribution, the performance of the CS technique
is excellent even with discrete input alphabets. To demonstrate this fact, we show in
Figure 1.1, where Es is the average energy per symbol, the AIR IR of a binary phase
shift keying (BPSK) modulation on the EPR4 channel, with response h = [0.5 0.5 −
0.5 −0.5]. The figure compares a full complexity BCJR detector, taking into account
the full channel memory and having a trellis with 8 states, with a BCJR processing a
reduced trellis with dimension increasing from a single state, for L = 0, to 4 states,
for L = 2.

The described procedure to compute the optimal CS filters assumes that the chan-
nel is perfectly known at the receiver. In particular, the channel response h and the
noise density N0 are required for the computation of (1.12). If the channel parame-
ters are unknown, the classical approach is to estimate them by standard estimation
techniques, as exemplified in [22]. An alternative approach is that presented in [22],
which relies on an MMSE autocorrelation estimator and is denoted as adaptive CS.
The derivation of the optimal filters, in this case, is based on the observation that
the term B(ω) in (1.13) is the power spectral density of the error at the output of
the MMSE filter [23]. If we define ek = x̂k− xk the error between the output of the
MMSE equalizer x̂k and the transmitted symbol xk, then the sequence {b`}L

`=−L is the
autocorrelation of said error, that is, b` = E

[
ek+`e∗k

]
.

In a practical implementation on a continuous-time channel with ISI, the block
diagram of the receiver is shown in Figure 1.2. A sufficient statistic for detection is ex-
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Figure 1.1: AIR for the CS receiver with increasing complexity on the EPR4 channel
using a BPSK modulation.
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FE FS η Gr(ω) + 1
filter

x̂k

BCJR

Figure 1.2: Block diagram of the receiver using the adaptive CS technique.

tracted from the received signal by sampling the output of a FE filter with η samples
per symbol time. These samples are then processed by a fractionally-spaced (FS)-
MMSE equalizer. The output of the equalizer is then downsampled with a factor η to
obtain the estimated symbol sequence x̂ = {x̂k}K−1

k=0 , from which the error sequence
e = {ek}K−1

k=0 is computed as e = x̂−x. Finally, the coefficients b` are estimated as

b̂` =
1

K− `

K−`−1

∑
k=0

ek+`e∗k , `=−L, . . . ,L .

From the coefficients b`, the reduced channel response can be computed as in the
classical CS approach (1.14).

In [22] it is shown that this adaptive approach is convenient when the channel
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has a response of infinite length with only few poles, because in this case the MMSE
equalizer has a short impulse response. Moreover, there is no need to perform any
Fourier transform to compute the response gr, thus reducing the receiver complex-
ity. Furthermore, as mentioned, this receiver structure does not need any information
about the channel, hence it is completely adaptive and applicable to channels with
unknown response. This is the case, for example, of a channel arising from the appli-
cation of the time-frequency packing (TFP) technique, detailed in the next section.

Finally, we mention that the interaction between CS complexity reduction and
interference cancellation for iterative receivers has been recently addressed in [24,
25]. In particular, the authors take into account the reliability of the soft information
provided by the decoding stage to properly update the sequences hr and gr at each
iteration.

1.4 Time-Frequency Packing

In traditional digital communications, orthogonal signaling is often adopted to ensure
the absence of ISI and interchannel interference (ICI). However, when finite-order
constellations are used, it is possible to increase the SE of communication systems
by giving up the orthogonality condition and by introducing a controlled interference
into the signal. This idea was first introduced by Mazo for single carrier transmis-
sions with the name of faster-than-Nyquist (FTN) signaling [26]. FTN signaling is
a linear modulation technique that reduces the time spacing between two adjacent
pulses (the symbol time) well below that ensuring the Nyquist condition, thus intro-
ducing controlled ISI [26–28]. If the receiver can cope with the ISI, the efficiency
of the communication system is increased. In the original papers on FTN signal-
ing [26–28], this optimal time spacing is obtained as the smallest value giving no
reduction of the minimum Euclidean distance with respect to the Nyquist case. This
ensures that, asymptotically, the ISI-free bit error rate (BER) performance is reached
when optimal detectors are used. More recently, this concept has been extended to
multicarrier transmissions in [28]. In this case, intentional ICI is also introduced by
reducing the frequency separation among carriers.
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A multicarrier FTN signal can be expressed as

x(t) = ∑
k

∑
i

x(i)k p(t− kτT )e j2πiνFt , (1.15)

where x(i)k is the complex symbol transmitted during the k-th signaling interval over
the i-th carrier, p(t) is the base pulse, usually a pulse with root-raised cosine (RRC)
spectrum with roll-off α , and T and F are the symbol time and frequency spac-
ing that ensure orthogonality in the time and frequency domains, respectively.3 The
coefficients τ ≤ 1 and ν ≤ 1 are the compression factors for the symbol interval
and frequency spacing, respectively. While setting them to 1 results in an orthogonal
transmission, they can be reduced to a given extent without reducing the minimum
Euclidean distance. The effects of the application of FTN in the time domain are
schematically represented in Figure 1.3, which shows the transmission of a generic
pulse p(t) with orthogonal signaling (Figure 1.3(a)) and adopting a coefficient τ < 1
(Figure 1.3(b)). We see how interference from adjacent pulses arises in the latter case.

From a practical point of view, FTN may require an optimal detector whose com-
plexity, however, easily becomes unmanageable. No hints are provided in the original
papers on how to perform the optimization in the more practical scenario where a
reduced-complexity receiver is employed. From a theoretical point of view, although
this technique has been proposed to increase the spectral efficiency of a communica-
tion system, the uncoded BER is used as figure of merit in place of the SE itself.

Before discussing ways to solve these problems, we need to introduce a few def-
initions. Let us consider the multicarrier transmission in (1.15) where νF is the fre-
quency separation between two adjacent carriers and τT is the symbol time. We will
collect in a vector x(i) = {x(i)k } the input symbols transmitted over the i-th carrier. At
the receiver side, a discrete-time set of sufficient statistics is extracted using a bank
of matched filters (MFs) and we denote by y(i) = {y(i)k } the samples at the output of
the MF for the i-th carrier.

Depending on the allowed complexity at the receiver, different strategies can be
adopted for detection. For example, the receiver can neglect both ICI and ISI and

3As far as F is concerned, its minimum value is F = 1+α

T .
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Figure 1.3: Schematic view of orthogonal (a) and FTN (b) signaling in the time do-
main.

adopt a symbol-by-symbol detector. In other words, instead of the optimal receiver
for the actual channel, we could adopt the optimal receiver for a simplified auxiliary
channel, for which the combined effect of ISI and ICI is modeled as a zero-mean
Gaussian process independent of the additive thermal noise. Note that the interference
is really Gaussian distributed only if the transmitted symbols are Gaussian distributed
as well, and this is not the case in practice. Especially when the interference set is
small, that is, when τ and ν are close to one, the actual interference distribution
may substantially differ from a Gaussian distribution. However, the accuracy of this
approximation is not of concern here: assuming Gaussian-distributed interference
is anyway required to ensure that a symbol-by-symbol receiver is optimal, for the
auxiliary channel model. Namely, it is like to say that the Gaussian assumption is
a consequence of the choice of the symbol-by-symbol receiver. Once the simplified
receiver has been selected, suboptimal for the channel at hand but optimal for the
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considered auxiliary channel, it is possible to compute, by using the technique in [6],
a lower bound on the AIR for that channel. According to mismatched detection [7],
this lower bound is achievable by that particular suboptimal detector. The achievable
spectral efficiency (ASE) is defined as the ratio between the achievable lower bound
on the information rate and the product νFτT

ASE =
Iq
(
x(i);y(i)

)
νFτT

, (1.16)

where νF is a measure of the bandwidth of the given subcarrier.
The most recent extension of the FTN principle is thus TFP in [29], where it

is proposed to optimize ν and τ in order to maximize the ASE. The idea is very
simple: by reducing ν and τ the bound on the AIR Iq

(
x(i);y(i)

)
will certainly degrade

due to the increased interference. However, the ASE (1.16) can be improved. Hence,
the main quantity of interest is not the uncoded BER performance.4 We may accept a
degradation of the AIR provided that the ASE is increased. Improving the SE without
increasing the constellation size is convenient since low-order constellations are more
robust to impairments such as phase noise and nonlinearities.

In [29], the main concepts are presented with reference to a symbol-by-symbol
detector and the AWGN channel, working on the samples at the MFs output. More
sophisticated receiver architectures are considered in [30], still with reference to the
AWGN channel. In general, there are several receiver architectures that have been
considered for the detection of TFP signals, that include the CS technique described
previously, as well as equalization [31] and filtering, followed by a MAP symbol de-
tector based on a BCJR algorithm. Further gains can be obtained by using algorithms
which detect more than one carrier at a time. In general, the larger the receiver com-
plexity, the higher the gains that this technique allows to obtain. Its effectiveness has
been demonstrated in several scenarios on wireless and optical channels [30, 32–34].

4Since there is no need to keep the same Euclidean distance as in the Nyquist case, there is no need
to employ a base pulse satisfying the Nyquist condition. Thus TFP can be adopted for any base pulse.



Chapter 2

Optimization of Single-Satellite
Broadcasting Systems

In recent years, the need to satisfy the growing demand for high data rates pushed
the investigation towards the development of many techniques aimed at increasing
the SE of broadcasting satellite systems. The digital video broadcasting for satel-
lite, 2nd generation (DVB-S2) standard [35] was developed in 2003 with the main
aim of improving the performance of existent DVB-S systems [36], while keeping
a reasonable receiver complexity. At the end of 2012, the DVB project started the
development of an evolution of DVB-S2, which was approved in March 2014 with
the name of DVB-S2 extensions (DVB-S2X) [37]. The new standard has the aim of
improving the SE achieved by DVB-S2 systems through the application of innovative
techniques to different stages of the transceiver architecture.

The reference transmitter architecture for DVB-S consisted of a RRC shaping
pulse with roll-off equal to 0.35, and a symbol rate of 27.5 Mbaud [36]. The same
settings continued to be applied by DVB-S2, which, however, allows to operate also
with increased symbol rates around 30 Mbaud thanks to the additional available roll-
offs, 0.25 and 0.2 [35]. These relatively high roll-off values make the implementation
of shaping filters and timing recovery easy, while the symbol rate values have been
chosen to guarantee low interference from adjacent transponders and to ensure that
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on-board satellite equipment is able to cope with the power dissipated by transpon-
der filters [38]. As far as the receiver architecture is concerned, symbol-by-symbol
detection is usually performed, followed by the decoding stage.

However, nowadays technological evolution allows to adopt smaller roll-off fac-
tors and more sophisticated detection and decoding techniques. This chapter proposes
an overview of the techniques we considered in support of the DVB-S2X standard-
ization process. Some of these techniques will be analyzed in detail and their perfor-
mance will be assessed and compared with those of a classical DVB-S2 architecture.
In particular, in the next sections we will address the following aspects.

The optimization of the signal bandwidth and symbol rate. As mentioned, the
adoption of a smaller roll-off has allowed DVB-S2 systems to work with an increased
symbol rate. In light of this consideration, we will perform a joint optimization of the
symbol rate and of the roll-off factor, in order to derive the best transmission pa-
rameters. These values will take into account the full DVB-S2X channel model as
specified in [39], thus including the presence of adjacent signals from other transpon-
ders, whose contribution is fundamental to evaluate the optimal signal bandwidth.

The use of a more sophisticated detection algorithm. It is reasonable to think that
the use of a highly performing detector, specifically tailored for the nonlinear satellite
channel, could increase the achieved SE. We will then present and compare different
detection algorithms with different complexity.

The use of new channel codes. The DVB-S2 standard foresees the use of low-
density parity-check (LDPC) codes in combination with Bose, Chaudhuri, and Hoc-
quenghem (BCH) codes as outer code and the phase shift keying (PSK) and am-
plitude/phase shift keying (APSK) constellations specified in [35]. However, these
modulation and coding schemes (MODCODs) offer a signal-to-noise ratio (SNR)
granularity which does not allow to fully cover the spectral efficiency values of inter-
est in broadcasting application scenarios. For this reason, new MODCODs have been
designed [40] for linear and non-linear channels, which improve the SNR granularity
and achieve higher spectral efficiency with respect to DVB-S2 [41]. For this reason,
these new MODCODs have been included in the DVB-S2 extensions. While the de-
sign of new channel codes is beyond the scope of this chapter, we will evaluate the
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performance of these new proposed schemes in some scenarios of interest and with
different transceiver configurations.

The application of faster-than-Nyquist or time packing. In satellite systems, or-
thogonal signaling is often adopted to avoid ISI, at least in the absence of nonlinear
distortions. When finite-order constellations are considered (such as, for example,
PSKs), it is well known that the SE can be improved by relaxing the orthogonality
condition, thus intentionally introducing ISI. In this case, the systems are working in
the domain of the Faster-than-Nyquist paradigm [26–28, 42] or its extension known
as time packing [29, 30, 33]. A similar effect could also be achieved by properly in-
creasing the signal bandwidth at the transmitter output as shown in [33]. In fact, for
fixed transponder filter bandwidths, an increase of the signal bandwidth will result in
an increase of ISI. Since, as mentioned, the system operates in the presence of ad-
jacent signals, an excessive bandwidth increase might not be feasible; however, the
use of time packing adds another degree of freedom that can be properly exploited.
For this reason, we will evaluate the performance of time packing applied to this
broadcasting scenario.

The optimization of the transmitted pulse. During the standardization of DVB-
S2X, it has been considered to redesign the shaping pulse adopted at the transmitter.
There are examples showing that a properly designed pulse can allow to achieve SE
gains on the linear channel [43], and similar techniques could be applied on the satel-
lite channel. For implementation simplicity and compatibility with DVB-S2 systems,
classical RRC pulses have been preferred in DVB-S2X. However, later in the chapter,
we will mention an alternative possible approach to the pulse design.

The optimization of the signal constellations. DVB-S2 foresees the use of con-
stellations with up to 32 points, distributed on up to 3 concentric rings. The design
of new constellations for the satellite channel has been an active research field. In
particular, for nonlinear channels, we mention [44–46], where the authors adopt a
simulated annealing algorithm to jointly optimize the constellations and the bits to
symbols labeling. The new constellations that were selected for DVB-S2X were pro-
posed in [40], and foresee both an increased number of points (up to 256) and a
different distribution of the points on the rings for cardinalities already foreseen by



18 Chapter 2. Optimization of Single-Satellite Broadcasting Systems

DVB-S2, resulting in an improved spectral efficiency. In this chapter, we will pro-
pose a different design technique that allows to obtain optimized constellations for
the satellite channel.

Finally, we point out that these techniques can also be combined. As an example,
time packing can take advantage of the use of more sophisticated detection algo-
rithms able to cope with the introduced (linear and nonlinear) ISI or of the use of
a properly designed shaping pulse or constellation. Thus, separate investigations of
these techniques would lead to wrong conclusions and an incomplete investigation.

In the next sections we will address the following topics. Sections 2.1 and 2.2
describe, respectively, the system model adopted throughout the chapter and the dif-
ferent figures of merit used to evaluate the performance of the analyzed systems. Sec-
tion 2.3 presents different detection algorithms, while Sections 2.4 and 2.5 describe
the tested optimization techniques and present their results. Finally, some concluding
remarks are reported in Section 2.6.

2.1 System Model

This chapter analyzes the scenario of interest for broadcasting applications, i.e., a
single-carrier-per-transponder scenario, where each satellite transponder is assumed
to work with a single carrier occupying the entire transponder bandwidth. In this case,
the on-board power amplifier can operate closer to saturation and hence improve its
efficiency.

The complex envelope of the signal transmitted over the carrier under considera-
tion can be expressed as

x(t) =
K−1

∑
k=0

xk p(t− kTs) ,

where {xk}K−1
k=0 are the K transmitted symbols. The base pulse p(t) has an RRC-

shaped spectrum with roll-off factor α , and Ts = τT is the symbol interval. T rep-
resents half of the main lobe duration of p(t), while τ ≤ 1 is a compression fac-
tor deriving from the possible application of the time packing technique. The signal
bandwidth is W = (1+α)/T . The transmitted symbols belong to a given zero-mean
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Figure 2.1: Block diagram of the satellite transponder.

complex constellation X having cardinality ‖X ‖ = M, possibly predistorted [47].
As foreseen by the transmission standards, these M−ary symbols are obtained from
binary encoded symbols (possibly interleaved) through a proper mapping scheme,
according to [35, 37]. In this chapter, we will adopt only the constellations usually
adopted in broadcasting applications, that is those with M up to 16, but the same
analyses could be extended to higher-dimensional constellations.

The block diagram of the satellite transponder is shown in Figure 2.1. It includes
an input multiplexer (IMUX) filter, which removes the adjacent channels, a high
power amplifier (HPA), and an output multiplexer (OMUX) filter aimed at reduc-
ing the spectral broadening caused by the nonlinear amplifier. The HPA AM/AM and
AM/PM characteristics and the IMUX/OMUX frequency responses are described
in [35] and reported in Figures 2.2 and 2.3. The OMUX filter has −3 dB bandwidth
equal to 38 MHz. Although the HPA is a nonlinear memoryless device, the overall
system has memory due to the presence of IMUX and OMUX filters.

The received signal is further corrupted by AWGN, whose low-pass equivalent
w(t) has power spectral density N0. The received signal can be expressed as

r(t) = s(t)+w(t) ,

where s(t) is the signal at the output of the transponder. Moreover, we consider the
presence of two interfering signals coming from adjacent transponders, with a fre-
quency spacing of 40 MHz from the useful signal, and with the same power, as spec-
ified by the DVB-S2X channel model [39]. Finally, we point out that the whole in-
vestigation will be carried out under the assumption of perfect synchronization at the
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Figure 2.2: HPA characteristics.

receiver. Synchronization schemes for DVB-S2 systems are addressed, for example,
in [48, 49].

2.2 Figures of Merit

This section introduces the different figures of merit used to assess the performance of
the analyzed systems and techniques. The first one is an information-theoretic figure
of merit, represented by the ASE, defined as

ASE =
IR

TsBOMUX
[bit/s/Hz] , (2.1)

where IR is the AIR and BOMUX = 38 MHz is the −3 dB bandwidth of the OMUX
filter [35]. For a system with memory, IR can be computed by means of the Monte
Carlo method described in [6]. When a suboptimal detector is employed, this tech-
nique gives an achievable lower bound on the actual information rate, corresponding
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to the information rate of the considered channel when that suboptimal detector is
adopted [7]. More details on the computation of IR have been reported in Section 1.2.

A more practical figure of merit is the SE achieved by a specific MODCOD. It is
defined as

SE =
r log2(M)

TsBOMUX
[bit/s/Hz] ,

where r is the rate of the adopted binary code. The ASE for a given transceiver scheme
(modulation, shaping pulse, symbol rate, and detector) shows the maximum SE that
can be achieved by any practical MODCOD and employing joint detection and de-
coding. It can thus be computed with no reference to a practical coding scheme [6].

Finally, a third figure of merit that we will consider is the pragmatic achievable
spectral efficiency (pASE), defined as in (2.1), but with IR replaced by the the prag-
matic information rate (also known as BCJR-once rate [50]). The pASE represents
an upper bound on the SE of practical MODCODs when detection and decoding are
performed separately, without any iteration between them.

We point out that other bandwidth definitions could be used as a reference without
any loss of generality and any modification in the conclusions. All figures of merit
will be represented into the Shannon plane as a function of Psat/N, where Psat is the
HPA power at saturation and N is the noise power. This ratio is related to the average
energy per transmitted symbol, Es, by

Psat

N
=

Es

N0
OBO

Rs

BOMUX
,

where Rs denotes the symbol rate, and OBO is the output back-off of the HPA. The SE
will be computed for a Psat/N value corresponding to a target packet error rate (PER)
of 10−3.

2.3 Detection Algorithms for the Nonlinear Channel

This section describes the detection algorithms that will be adopted throughout the
chapter. We will first introduce the optimal MAP detector for the satellite channel,
then we will consider lower complexity alternatives.
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2.3.1 Optimal MAP Detection: the Chip Detector

The nonlinear transponder and the possible application of the time packing technique
(to be detailed later) introduce (nonlinear) ISI on the transmitted signal. Assuming
that the system has finite-memory, we can model the modulator, IMUX and OMUX
filters, and the HPA as a FSM, whose input is the symbol sequence {xk}K−1

k=0 and
whose output is the signal

s(t) =
K−1

∑
k=0

s̄(t− kTs,xk,σk) , (2.2)

where the term s̄(t− kTs,xk,σk) is assumed to have support on the interval [kTs,(k+
1)Ts) and is thus a “chip” (a slice) of the signal. The state σk of the FSM contains the
previous L channel inputs, where L is the memory length of the channel:

σk = (xk−1,xk−2, . . . ,xk−L) .

Therefore, the optimal MAP symbol detector consists of a bank of filters [51] matched
to all possible waveforms s̄(t− kTs,xk,σk), followed by a BCJR detector [1]. The
complexity of the BCJR algorithm is O(ML+1). In principle, the real channel mem-
ory can be much larger than that assumed by the detection algorithm, and hence the
choice of L is often dictated by implementation complexity reasons, thus resulting in
a suboptimal implementation.

2.3.2 Lower Complexity Detection Algorithms

The chip detector tends to be optimal for L→ ∞, independently of the HPA, IMUX,
and OMUX characteristics and of the possible application of the time packing tech-
nique. However, its complexity for optimal detection becomes soon unmanageable
unless proper techniques for complexity reduction are employed. For the sake of
clarity, let us just consider, for example, the case of the transmission of a linear mod-
ulation with orthogonal signaling on the AWGN channel. It is known that, in this
case, the symbol-by-symbol detector is optimal. On the other hand, the chip detec-
tor would require a large memory L, since it does not exploit the linear nature of
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Figure 2.4: Block diagram of the CR.

the received signal and the orthogonality condition. In light of these considerations,
it is reasonable to think that the optimal performance achieved by the chip detec-
tor may be reached by lower complexity algorithms, using smaller values of L. For
this reason, this section introduces other detection algorithms beyond the chip detec-
tor. These detectors are still based on a BCJR algorithm, with complexity O(ML+1),
but they are expected to achieve performance similar to the chip detector with lower
values of L.

Conventional DVB-S2 Receivers

Conventional DVB-S2 receivers are based on a symbol-by-symbol soft detector work-
ing on samples at the output of a MF. Throughout the chapter, this receiver will be
denoted as conventional receiver (CR), and it will be used as a performance bench-
mark. A block diagram of the CR is reported in Figure 2.4. The complexity of the
symbol-by-symbol detector adopted by the CR is O(M).

FS-MMSE Receiver

A more sophisticated detection algorithm has been proposed in [52, 53]. At the re-
ceiver, a sufficient statistic is extracted by using oversampling at the output of a FE
filter [54]. A FS-MMSE equalizer, working at twice the symbol rate, then acts as an
adaptive filter, followed by a symbol-by-symbol detector. This detector does not rely
on any specific signal model and the receiver is fully adaptive. It has been shown
in [52] that a filter with 42 complex taps represents a good trade-off between perfor-
mance and complexity. Figure 2.5 shows a block diagram of the FS-MMSE receiver.
Also in this case, the complexity is O(M), so this receiver is directly comparable
with the CR.
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Figure 2.5: Block diagram of the FS-MMSE receiver.

SISO Detection Based on the Volterra Model

A SISO detection algorithm for the nonlinear satellite channel has been proposed
in [55], based on the relevant terms of the Volterra series expansion of the nonlinear
HPA described in [56]. It is composed of a suitably designed filter, followed by a
BCJR algorithm with proper branch metrics, taking into account only a portion L of
the actual channel memory. This receiver will be denoted as SISO Volterra in the next
sections.

Adaptive CS Receiver

An evolution of the FS-MMSE receiver, able to take into account also part of the
channel memory, is based on the application of the adaptive CS technique detailed in
Section 1.3. The output of the FS-MMSE equalizer is filtered by a properly designed
CS filter, and detection is performed by a BCJR detector with branch metrics com-
puted according to the CS algorithm [22]. When the memory length is set to L = 0,
this receiver becomes equivalent to the FS-MMSE receiver.

We finally point out that all detectors, with the exception of the SISO Volterra,
can also be used jointly with a data predistorter (DPD) at the transmitter, such as that
proposed in [57] and also investigated in [47], with the aim of pre-compensating the
distortions introduced by the HPA. The SISO Volterra receiver, on the other hand, is
specifically designed to work in the absence of a DPD because it already takes into
account the nonlinear nature of the channel. Moreover, common DVB-S2 receivers
usually perform detection and decoding separately, with a pragmatic approach. How-
ever, it is well known that performing iterative detection and decoding at the receiver
improves the performance with a limited complexity increase. For this reason, we
will also analyze the impact of the application of iterative detection and decoding.
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2.4 Bandwidth and Symbol Rate Optimization

As mentioned, the DVB-S2 standard [35] foresees the use of RRC pulses with roll-off
factors α equal to 0.2, 0.25, or 0.35, and recommends symbol rates of the order of 30
Mbaud. However, as a consequence of the continuous technological evolution, it has
been recently considered to increase the symbol rate of DVB-S2 signals despite this
could involve a complexity increase. Hence, a joint optimization of the roll-off and
symbol rate is required to identify the best working scenario.

For this investigation we will adopt only the CR and the FS-MMSE receivers,
in order to gain a first insight on the symbol rate values that can be reached by an
improved system, still keeping a receiver complexity comparable to that of conven-
tional systems. We remark that the presence of an equalizer in the FS-MMSE receiver
allows the system to better handle the increased distortions and interference arising
when working with higher symbol rate values. The transmitter uses the constella-
tions commonly adopted in broadcasting systems, i.e., the M-PSK constellations,
with M = 4,8, and the APSK constellations with M = 16, foreseen by the DVB-S2
standard [35]. For each case, the input back-off (IBO) of the HPA has been optimized
to maximize performance. In particular, it has been set to 0 dB for PSKs and to 3 dB
for APSKs.

2.4.1 Numerical Results

In the first optimization step, we address the increase of the symbol rate of the trans-
mitted signal. The performance of the two receivers is evaluated with four symbol rate
values: Rs = 31 (adopted by common DVB-S2 systems), 34, 37, and 40 Mbaud, all
working with the lowest roll-off factor foreseen by the DVB-S2 standard (α = 0.2).
Figure 2.6 reports the envelope of the ASE of the three modulation formats, for both
receivers.1 The figure shows that CR is unable to support symbol rates higher than
34 Mbaud without significant losses, while FS-MMSE clearly reaches its best perfor-
mance at 37 Mbaud. The saturation effect in all ASE curves is due to the fact that we

1With “envelope” we mean the highest of the three ASE values corresponding to the three modula-
tion formats, for each value of Psat/N.
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Figure 2.6: ASE for CR and FS-MMSE detectors with α = 0.2.

are using finite order constellations.

The next step is to jointly optimize the symbol rate and roll-off factor for the FS-
MMSE receiver. The results of this joint optimization are reported in Figure 2.7, for
the same symbol rate values as in Figure 2.6. The main conclusion of this analysis is
that the optimal setting is to adopt a symbol rate of 37 Mbaud with a roll-off equal to
0.1 or 0.05, which are practically equivalent in performance. To simplify the physi-
cal implementation, we select the value α = 0.1 (which corresponds to a bandwidth
W = 40.7 MHz) for the remaining sections of the chapter. Higher symbol rate values
should be discarded because, besides a clear performance loss, they would also cause
problems related to power dissipation in on-board equipment and to ICI [38].

After this theoretical analysis, we want to verify whether the practical LDPC
codes foreseen in [35] can confirm these results. For this purpose, we select four
DVB-S2 MODCODs (quadrature phase shift keying (QPSK) with r = 4/5, 8PSK
with r = 2/3 and r = 3/4, and 16APSK with r = 3/4), and compute their SE. For all
schemes, the decoder performs a maximum of 50 iterations, and for the FS-MMSE
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Figure 2.7: Symbol rate and roll-off optimization for the FS-MMSE receiver.

receiver iterations are performed between the detector and the decoder, which are
known to potentially give advantages for APSK modulations. No iterations are per-
formed by common DVB-S2 receivers, so this iterative scheme is not applied to the
CR. Figures 2.8 and 2.9 show, respectively, the SE achievable by the selected MOD-
CODs when α = 0.2 for both receivers, and the SE for different symbol rate and
roll-off values for the FS-MMSE receiver. The results are perfectly in line with the
information-theoretical analysis, so they confirm that a system with Rs = 37 Mbaud
and α = 0.1 represents the optimal setting even when practical codes are adopted.
As far as the transmitted side is concerned, while for CR a static DPD is used for all
modulation formats, for the FS-MMSE receiver it is necessary only for APSKs.

Having fixed the transmission parameters to Rs = 37 Mbaud and α = 0.1, let us
now evaluate how the higher complexity detectors perform in this scenario. For this
purpose, we will, from now on, take the FS-MMSE receiver with optimized param-
eters as our reference system. Figures 2.10 and 2.11 show the ASE computed for
the considered detectors with 8PSK and 16APSK. The SISO Volterra and FS-MMSE
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Figure 2.10: ASE for 8PSK with different receivers.

detectors are working on a symbol-by-symbol base (L = 0) because we have verified
that higher memory values do not improve ASE significantly (namely, the adaptive
CS receiver with L > 0 has the same performance as the FS-MMSE in this scenario).
On the other hand, the chip detector has been tested with increasing values of the
memory L until the ASE saturation has been reached (i.e., when two consecutive val-
ues of L result in the same ASE). Results show that the lower complexity detectors
are practically equivalent and they both reach almost optimal performance. In light of
these results, it is worth to point out that the adoption of a properly designed symbol-
by-symbol detector is almost optimal, and more sophisticated algorithms cannot pro-
vide any performance improvement, independently of the signal model considered at
the detector.

As mentioned, the ASE is achievable by receivers performing iterative detection
and decoding. However, if iterations are not allowed, a loss is likely to occur. To eval-
uate this loss, we report in Figure 2.12 the comparison between ASE and pASE for
FS-MMSE detector with QPSK, 8PSK, and 16APSK. The distance of approximately



2.5. Advanced Optimization Techniques 31

0

0.5

1

1.5

2

2.5

3

3.5

-4 -2 0 2 4 6 8 10 12 14

A
S
E

[b
it
/s
/H

z]

Psat/N [dB]

2.2

2.3

2.4

2.5

8 9 10

FS-MMSE
SISO Volterra

chip det., L = 2
chip det., L = 3
chip det., L = 4

Figure 2.11: ASE for 16APSK with different receivers.

0.2÷ 0.3 dB between the ASE and pASE curves for 16APSK means that there is
room for an improvement when allowing iterations between detector and decoder.
On the other hand, no improvement is expected for QPSK and 8PSK. This is not
surprising, since QPSK and 8PSK use a Gray mapping, and thus no gain has to be
expected when performing iterations with the detector [58].

2.5 Advanced Optimization Techniques

The aim of this section is to present some possible techniques to improve the SE,
that can be applied at the transmitter side. Our aim is to suitably optimize the symbol
interval through the application of time packing, and to optimize the adopted constel-
lations and the shaping pulse p(t).
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2.5.1 Time Packing

The application of time packing to the nonlinear satellite channel has already been
considered in [33], but our working scenario is slightly different. In fact, [33] was
published before the DVB-S2X standard was developed, and hence it did not consider
some aspects of the DVB-S2X channel model [39]. In particular, in [33] the frequency
spacing between adjacent transponders has been optimized to maximize the SE, while
in this chapter it is fixed to 40 MHz. As a consequence, the bandwidth of the signal
is also constrained to about 40 MHz, while in [33] there were no constraints on the
bandwidth due to adjacent signals.

The properties of ASE in (2.1) as a function of τ cannot be determined in closed
form, but it is clear, by physical arguments, that it is bounded, continuous in τ , and
tends to zero when τ→ 0 or τ→∞. Hence, ASE has a maximum value, when varying
τ . The optimization problem consists of finding the value of τ that results in the
maximum ASE; this problem can be studied by evaluating (2.1) performing a coarse
search on the values of τ .
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2.5.2 Constellation and Shaping Pulse Optimization

As far as the constellation is concerned, the optimization algorithm that allowed us
to obtain the best performance is a variant of the classical gradient descent (GD)
algorithm [59], which has been used to solve the following optimization problem:

X ∗ = argmax
X :‖X ‖=M

IR(X ) ,

in which we have explicitly pointed out the dependence of the information rate IR on
the constellation.

The steps of the GD algorithm can be summarized as follows.

1. Choose randomly M points in the complex plane, with the only constraint that
they must form an energy-normalized constellation called X0, i.e.,

∑ci∈X0 |ci|2
M

= 1 . (2.3)

Then set X ∗ = X0 and compute I∗R = IR(X0).

2. At each iteration ` = 1,2, . . . of the GD algorithm, choose randomly one of
the M points of X`−1 and move it to an adjacent free point (where adjacent
means on an adjacent vertex of a square grid whose steps are equal to the step
size of the GD) to form the new constellation X`; then normalize X` according
to (2.3).

3. Compute IR(X`). If IR(X`) > I∗R, set I∗R = IR(X`) and X ∗ = X`, otherwise set
X` = X`−1. Go to step 2.

This optimization algorithm has been run until convergence, i.e., until no improve-
ment in the information rate has been achieved for a certain number of iterations.
Since the exact shape of the function IR(X ) is unknown for the case of interest, the
optimization process must avoid being trapped in some local maximum. Therefore,
we have performed the optimization by running several parallel instances of the GD
algorithm, each starting from a different random constellation. The best solution, in
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terms of information rate, among all instances has then been selected as the overall
maximum. In this way, the procedure becomes a multistart GD algorithm.

The optimization of the constellation is a complex procedure, requiring a great
amount of memory and thousands of iterations to converge to a good solution. When
using the chip detector with high values of the constellation cardinality and of the
memory L, the optimization process requires many days of simulation on a work-
station. We could avoid this problem with the use of the FS-MMSE receiver, which
works on a symbol-by-symbol base and significantly reduces the memory require-
ments to achieve the final result. The optimized constellations can then be used with
every kind of detector. Once again, the optimization has been performed taking into
account the full DVB-S2X satellite channel model described in [39].

A further optimization step has been attempted by applying a similar procedure
to the shaping pulse p(t): we have expressed the information rate IR as a function of
p(t), and we have applied the GD algorithm to each sample of the pulse. However,
the high number of samples of a pulse makes the computation unfeasible for values of
M > 4, and even with a QPSK the operation is very slow and there is no guarantee that
it will converge to a good solution. The attempts to optimize the pulse did not bring
any advantage to the spectral efficiency of the system. We also attempted the use of
different kinds of pulses, like raised cosine or Gaussian pulses, but they have shown
no gain with respect to the classical RRC pulse. Hence, the design of an optimized
shaping pulse for the satellite channel remains an open issue.

To conclude the analysis of the optimization techniques, we point out that we have
attempted a joint optimization of the constellations/shaping pulses in the presence of
time packing. However, due to the high complexity of this joint optimization problem,
we could obtain only partial results, whose advantages are too limited to be of any
interest. As an example to give an insight on the complexity of the problem, it is worth
mentioning that the optimized pulses result to be very sensitive to the memory L and
to the time packing factor τ . This means that an optimized pulse for some values of
L and τ can be highly suboptimal for other values. Hence, a good pulse optimization
should be performed for several values of L and τ , and for different constellations,
but this has not been possible due to the high complexity of the problem.
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Figure 2.13: ASE for all described detectors when time packing is employed.

2.5.3 Numerical Results

This section presents the results obtained with the application of the described ad-
vanced optimization techniques. Figure 2.13 shows the ASE computed with opti-
mized values of τ for the three alternative detectors and for the three modulation
formats of interest. The considered memory for all detection algorithms is, for com-
plexity reasons, L = 5 for QPSK and 8PSK, and L = 4 for 16APSK. From this figure,
we see that for QPSK the three detection schemes are quite equivalent, and time pack-
ing provides a gain in terms of ASE of approximately 14% at Psat/N = 7.5 dB with
respect to orthogonal signaling. However, considering this result alone is misleading:
at the selected Psat/N value, QPSK is no longer the optimal constellation, and by
switching to 8PSK this gain disappears. In case of 8PSK, the chip detector exhibits
a gain of approximately 5% at Psat/N = 10 dB and it slightly outperforms the other
two detectors. However the same conclusions as for QPSK apply, since 16APSK out-
performs 8PSK at this Psat/N value. Finally, for 16APSK modulation, time packing
is unable to provide any gain.
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Figure 2.14: ASE envelope in case of optimized time packing and the chip detector.

Figure 2.14 compares the envelope of the chip detector ASE curves in Figure 2.13
with orthogonal signaling. This figure shows that the potential of time packing on the
satellite channel is very limited. In fact, for medium-high Psat/N values, 16APSK
with τ = 1 outperforms time packing. The main conclusion of this analysis is that
the benefits of time packing are too limited, and only at low Psat/N, to justify the
complexity increase necessary to apply this technique. As a final note, with respect
to [33], the adopted detection algorithm has a better trade-off between complexity
and performance. Despite this, time packing is still unable to give advantages in this
scenario.

One may wonder whether this result is due to the excessively small memory as-
sumed by the detector and whether the time packing technique can provide a gain
when the detector complexity is further increased. In order to evaluate this aspect, we
have compared the signal (2.2) provided by the FSM model with the actual useful
signal. In fact, the optimality of the chip detector is related to the accuracy of the
signal model assumed by the detector itself. Figure 2.15 shows the MSE between the
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Figure 2.15: MSE between the actual signal and that considered by the chip detector.

actual useful component of the received signal, and the waveform (2.2) considered
by the chip detector. The MSE is shown as a function of the memory L considered
at the receiver. The adopted modulation is 16APSK, with orthogonal signaling and
time packing with τ = 0.95. We see from the figure that the MSE with τ = 0.95
reaches a floor for L = 4. This suggests that the chip detector with L = 4 is almost
optimal also for τ = 0.95, hence the ASE of 16APSK modulation cannot be im-
proved by increasing the receiver complexity. Similar conclusions can be drawn for
the other modulation formats. For these reasons, time packing will not be considered
anymore in the rest of the chapter, and for the same reasons it has been discarded in
the standardization process of DVB-S2X. However, the reader has to consider that,
in practice, a sort of surrogate of time packing has already been introduced with the
optimization of W . In fact, by increasing the value of W , ISI is increased as well [33].

Having discarded time packing as a possible solution, for the next steps we will
use only the FS-MMSE receiver, which, as we have shown, offers the best trade-off
between performance and complexity. After this analysis, we have considered the
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application of the constellation optimization algorithm described previously to the
cases of M = 4,8,16, obtaining the following results (independently of the IBO).

1. In the case M = 4, the optimal constellations converges almost perfectly to a
classical QPSK.

2. In the case M = 8, the optimized constellations results to be 8PSK at low Psat/N
and 1+7APSK at high Psat/N, being 1+7APSK composed of a point in the
origin of the complex plane and seven points equally spaced on a circle. This
behavior is clear from Figure 2.16, which plots the ASE for the two modulation
formats for their best IBO (0 dB for 8PSK and 3 dB for 1+7APSK).

3. In the case M = 16, the algorithm converges to 3+13APSK for the Psat/N values
of interest.2 However, when the signal is predistorted, the classical 16APSK
provides the best results, thus there is no need to replace that constellation.
This behavior is clear from Figure 2.17, which reports the ASE for the two
constellations, without and with the application of the static DPD described
in [57] at the transmitter.

Figures 2.18 and 2.19 show the two optimized constellations for the cases of M = 8
and M = 16, together with the corresponding ideal 1+7APSK and 3+13APSK. Apart
from random phase rotations, we notice a very good correspondence between the
simulation results and the ideal constellations adopted for the computation of the
ASE.

In order to confirm the information theoretic analysis, we have simulated the
PER of MODCODs employing the DVB-S2 LDPC codes with blocklength 64800
bits [35] and the LDPC codes with the same length, introduced in DVB-S2X [37]. In
Figure 2.20 the PER is evaluated for 8PSK and 1+7APSK, using the DVB-S2X codes
with rates r equal to 11/20, 104/180, 18/30, and 20/30 foreseen by [37]. These
results perfectly confirm the theoretical curves shown in Figure 2.16, with 1+7APSK
that tends to outperform 8PSK for Psat/N greater than about 6.5 dB.

2It is interesting to notice that the number of points of the inner circle tends to increase with Psat/N,
as already pointed out in [45] for different scenarios. However these Psat/N values are not of interest
for the problem considered here.
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Figure 2.16: ASE comparison between 8PSK and 1+7APSK.
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Finally, we summarize the tested practical MODCODs in Figure 2.21, where the
arrows point to the first MODCOD using the corresponding modulation format (for
each curve, the points before the first arrow are obtained with QPSK). The first two
curves represent the spectral efficiency for MODCODs with DVB-S2 codes. As ex-
pected, performing iterations between detector and decoder (continuous line) allows
about 0.2 dB gain with respect to the absence of iterations (dashed line) for 16APSK
only. Then, we see than the DVB-S2X codes always gain with respect to DVB-S2.
The gains are due in part to an improvement in the code design, but mainly to the
higher granularity that allows to better cover the spectral efficiency plane, especially
the Psat/N regions corresponding to modulation changes (for example, 9÷ 11 dB).
To conclude the analysis, for some MODCODs, the adoption of 1+7APSK allows a
further gain of about 0.1÷ 0.2 dB. The SE achieved by MODCODs shown in Fig-
ure 2.21 is reported in Tables 2.1 and 2.2.
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Psat/N [dB] SE [bit/s/Hz] Mod. Rate

5.05 1.4605 QPSK 3/4

5.65 1.5579 8PSK 96/180

5.95 1.6066 8PSK 11/20

6.05 1.6228 8PSK 100/180

6.45 1.6877 8PSK 104/180

6.75 1.7526 8PSK 3/5

7.85 1.947 8PSK 2/3

9.05 2.1637 16APSK 100/180

9.5 2.2503 16APSK 104/180

10.35 2.42 16APSK 28/45 *

10.7 2.5099 16APSK 116/180 *

11.05 2.5965 16APSK 2/3 *

11.7 2.7047 16APSK 25/36 *

12.85 2.921 16APSK 3/4 *

Table 2.1: DVB-S2X MODCODs (* means iterations between detector and decoder).

Psat/N [dB] SE [bit/s/Hz] Mod. Rate

7.75 1.947 1+7APSK 2/3

8.6 2.1096 1+7APSK 13/18

9.05 2.1908 1+7APSK 3/4

9.55 2.2719 1+7APSK 140/180

Table 2.2: DVB-S2X MODCODs with the proposed optimized constellation.
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Figure 2.21: Tested practical MODCODs.

2.6 Conclusions

In this chapter, we have addressed the design of an efficient transceiver scheme for
DVB-S2X systems. Several optimization steps have been performed both at the trans-
mitter and at the receiver. At the transmitter side, these include the selection of the
optimal symbol rate and signal bandwidth, the design of new constellations and the
application of the time packing technique. At the receiver side, instead, we have tested
several detection algorithms with different degrees of complexity.

Furthermore, we have assessed the performance of the recently proposed DVB-
S2X LDPC codes and evaluated the advantages of the application of iterative detec-
tion and decoding.

The main results of the investigation can be summarized as follows. An opti-
mized DVB-S2X system should use RRC-shaped pulses with roll-off equal to 0.1,
transmitted at a symbol rate of 37 Mbaud. At the receiver, a simple FS-MMSE equal-
izer followed by a symbol-by-symbol detector grants an excellent performance even
compared with detectors taking into account a part of the channel memory. The new
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LDPC codes provide a very good coverage of the SNR range of interest in broad-
casting applications, and applying iterative detection and decoding allows to achieve
gains with only a limited complexity increase. Finally, while the application of time
packing is not convenient in this scenario, we have shown that a properly designed
constellation can give further (limited) advantages.

We have evaluated both the theoretical performance, in terms of ASE, and the SE
of practical MODCODs, showing a strong agreement between them.



Chapter 3

Analysis of Multiple Satellites
Broadcasting Systems

In today’s satellite communication systems, the scarcity of frequency spectrum and
the ever growing demand for data throughput has increased the need for resource
sharing. In recent years, users of professional broadcast applications such as con-
tent contribution, distribution, and professional data services have demanded more
spectrally efficient solutions.

Satellite service providers often have the availability of co-located satellites: two
(or more) satellites are said to be co-located when, from a receiver on Earth, they
appear to occupy the same orbital position. Co-location of satellites is typically used
to cover the fully available spectrum by activating transponders on different satellites
that cover non-overlapping frequencies or as a stand-by in-orbit redundancy, when
the backup satellite is activated in case of failure of the main satellite. However, the
second satellite can also be exploited to try to increase the capacity of the communi-
cations link.

In this chapter, we address a scenario in which the backup satellite is activated
in addition to the main one, to improve the ASE of the overall communication sys-
tem. The transmission from the two satellites can be coordinated, but through simple
geometrical considerations it can be easily shown that even with a coverage area of
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a few tens of kilometers and two co-located signals separated in angle by a fraction
of degree, time alignment is not possible. On the other hand, the considered system
model can also represent a scenario where a single satellite with two transponders
operating at the same frequency is employed and hence the two transmitted signals
can be considered synchronous.

Here, we study the AIR of a system where the two satellites transmit on overlap-
ping geographical coverage areas with overlapping frequencies, and compare our re-
sults with that achievable by the frequency division multiplexing (FDM) strategy and
with that achievable adopting the well known Alamouti space-time block code [60].

The two-satellites scenario has been studied in [61, 62], where the satellite chan-
nel is approximated as a linear AWGN channel, and the information theoretic analy-
sis has been carried out under the limiting assumption of Gaussian inputs. We instead
examine three different models for the system: the linear AWGN channel, the peak-
power-limited AWGN channel [63–65], and the satellite channel adopted in the DVB-
S2 standard [35]. The studied system is an instance of broadcast channel [66–69] with
multiple transmitters. However, we are interested in a scenario in which the same in-
formation must be sent to every receiver. This situation corresponds, for example, to
the delivery of a television broadcast channel. We show that all these scenarios can
be analyzed by means of network information theory and we will resort to multiple
access channels (MACs) [66, 70] with proper constraints.

Our analysis reveals that, if we allow multiuser detection, the strategy based on
overlapping signals achieves higher ASEs with respect to that achievable by using
FDM. Interestingly, we show that there are cases in which a single satellite can out-
perform both these multiple satellites strategies, but not the Alamouti scheme.

The remainder of this chapter is structured as follows: in Section 3.1 we present
a general system model valid for all cases, and in Section 3.2 we briefly review the
theory of MACs. In Sections 3.3 and 3.4 we discuss the achievable rates by FDM and
by the Alamouti space-time code. In Sections 3.5, 3.6, and 3.7 we analyze the three
different channel models. Finally, in Section 3.8 we investigate the performance of
practical MODCODs for this scenario, and Section 3.9 concludes the chapter.
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3.1 System Model

Figure 3.1 depicts a schematic view of the baseband model we are considering. A
single operator properly sends two separate data streams to the two satellites. The
impact of the feeder uplink interference is considered negligible in this scenario.
Data streams are linearly modulated signals, expressed as

xi(t) = ∑
k

x(i)k p(t− kT ) i = 1,2 , (3.1)

where x(i)k is the k-th symbol transmitted on data stream i, p(t) is the shaping pulse,
and T is the symbol time.

Each satellite, then, relays the signal, denoted as si(t),1 to several users scattered
in its coverage area. For each user, the received signal is the sum of the two signals
coming from the satellites, with a possible power unbalance γ2 due to a different path
attenuation (we assume 1/2≤ γ ≤ 1). Without loss of generality, we assume that the
attenuated signal is s2(t), otherwise we can exchange the roles of the two satellites.
The received signal is also affected by a complex AWGN process w(t) with power
spectral density N0. As mentioned, time alignment between the signals transmitted
by the two satellites is not possible. In fact, if the signals from the two satellites come
perfectly aligned at a given receiver in the area, there will be other receivers for which
a misalignment of a few symbols is observed. On the other hand, it is straightforward
to show that our information-theoretic analysis does not depend on the time alignment
of the two signals, and we will assume synchronous users to simplify the exposition.
Hence, the received signal has the following expression

y(t) = s1(t)+ γe jφ(t)s2(t)+w(t) , (3.2)

where s1(t) and s2(t) are the signals at the output of the two satellites, and φ(t)
is a possible phase noise process, caused by the instabilities of the oscillators. We
assume that the phase noise is slowly varying with respect to the signals’ symbol
rate and perfectly known at the receiver. Signals s1(t) and s2(t) are transmitted with
overlapping frequencies, and the overall signal has bandwidth W .

1It can be si(t) 6= xi(t) due to the nonlinear transformation at the satellite transponder.
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Figure 3.1: Block diagram of the analyzed system.

Since we are analyzing a broadcast scenario in which different receivers expe-
rience different (and unknown) levels of power unbalance, we impose that the two
satellites transmit with the same rate. This constraint will be better clarified in the
next sections. Channel state information is not available at the transmitter and no co-
operation among the users is allowed. This is because the target is on broadcasting
applications.

A simple alternative strategy to overlapping frequencies, that allows to avoid in-
terference between the two transmitted signals, is FDM. The bandwidth W is divided
into two equal subbands, that are assigned to the different satellites. An unequal sub-
band allocation does not make sense since the power unbalance is different for dif-
ferent receivers in the coverage area and, in any case, unknown to the transmitter. In
this case, the received signal has expression

y(t) = s1(t)e jπ fct + γe− jπ fct+ jφ(t)s2(t)+w(t) , (3.3)

where fc is the frequency separation between the two signals.
Another possible alternative to avoid interference between the two signals is the

use of the Alamouti space-time block code [60], consisting in the two satellites ex-
changing the transmitted signals in two consecutive transmissions. Unlike the two
previous strategies, its classical implementation requires a perfect alignment in time
of the signals received from the two satellites. However, an alternative implementa-
tion working in the presence of a delay which can be different for different receivers
is described in [71].
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As in Chapter 2, these transmission strategies will be compared by using the
overall ASE of the system as a figure of merit. In this scenario, the ASE is defined as

ASE =
IR

TW
[bit/s/Hz],

where IR is the maximum AIR of the channel. However, since in the scenario of
interest the values of T and W are fixed, without loss of generality we will assume
that the product TW = 1 and we will refer to the terms AIR and ASE interchangeably.

3.2 Achievable Rates in a MAC

In this section, we review some results on classical MACs [66]. We consider the
transmission of independent signals from the two satellites.2 We denote by R1 the
ASE of the first satellite and by R2 that of the second satellite. At this point, we
make no assumptions on the channel inputs, since a better characterization of the
input distributions is presented in the next sections. However, independently of the
form assumed by the input distribution, the boundaries of the ASE region can be
expressed, for each fixed SNR, as [66]

R1 ≤ I(x1;y|x2), I1

R2 ≤ I(x2;y|x1), I2

R1 +R2 ≤ I(x1,x2;y), IJ ,

where I(x1;y|x2), I(x2;y|x1), and I(x1,x2;y) represent the mutual information be-
tween x1 and y conditioned to x2, that between x2 and y conditioned to x1, and that
between the couple (x1,x2) and y, respectively; we have omitted the dependence on t
and adopted the definitions I1, I2, and IJ to simplify the notation.

Figure 3.2 is useful to gain a better understanding of the behavior of ASE regions.
Point D corresponds to the maximum ASE from satellite 1 to the receiver when satel-
lite 2 is not sending any information. Point C corresponds to the maximum rate at

2We will explain later, in Section 3.5, why this is the best choice for the signals transmitted from the
two satellites.
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which satellite 2 can transmit as long as satellite 1 transmits at its maximum rate.3

The maximum of the sum of the ASEs, however, is obtained on points of the seg-
ment B-C; these points can be achieved by joint decoding of both signals. It does not
make sense to adopt different rates for the two satellites, since each satellite ignores
whether its signal will be attenuated or not and this attenuation will vary for differ-
ent receivers. As a consequence, the only boundary point of the ASE region we can
achieve is point E, which lies on the line R1 = R2. As the power increases and/or the
power unbalance decreases, the rates increase and the shape of the spectral efficiency
region tends to become more symmetric. As a result of these changes of the region,
point E can be found in different positions of the boundary, on both segments A-B
and B-C (E on the middle point of B-C corresponds to the absence of power unbal-
ance and to a perfectly symmetric region). We can distinguish three significant rate
regions in which E can be found.

1. Point F has coordinates (I1− I2, I2) and aggregate sum-rate equal to I1. When
E falls in the region to the left of F (segment A-F), the total sum-rate of the
channel is 2I2. Since in this region I1 > 2I2, it is convenient to use a single
transmitter with rate I1, rather than activating the second satellite.

2. Point B has coordinates (IJ− I2, I2) and aggregate sum-rate IJ. When E is in
the region between F and B, this still corresponds to a total sum-rate equal to
2I2, but now we have I1 < 2I2, so there are gains over the single satellite case.
However, the system still does not reach the highest achievable sum-rate IJ.

3. Finally, when E is on the right of B, i.e., on segment B-C, the system reaches
its highest achievable sum-rate IJ.

In light of these considerations, the sum-rate of the channel, under the constraint of
equal rates for both transmitters, is defined as a “practical” sum-rate, and denoted as
IJ,p. It is easy to see, through graphical considerations, that

IJ,p = min(IJ,2I2) .

3If we exchange the role of the two satellites, the same considerations hold for points A and B
instead of D and C.
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Figure 3.2: Achievable rates region in the case I2 < I1.

We can also conclude that there are cases in which it is not convenient to use two
transmitters.

In Figure 3.3 we report three qualitative examples of ASE regions. As mentioned,
the maximum rate we can achieve corresponds to the intersection of the black dashed
line with the ASE region (denoted as points A, B, and C in the figure), and points D,
E, and F correspond to a transmission with overall rate equal to I1. In red, point A
falls in the first region, so in this case it is more convenient to use a single satellite
rather than activating both transmitters. In green, point B is in the second region, so
it reaches a rate higher than I1 but lower than IJ. In blue, point C is on the diagonal
boundary of the region, so the sum-rate of the channel is IJ, the highest achievable by
the system. Hence, from the study of the ASE region, it is immediate to understand
when it is convenient to activate the second satellite and when the system can reach
the maximum sum-rate achievable on the channel.

3.3 Achievable Rates by FDM

Since the two signals transmitted by the FDM model (3.3) operate on disjoint band-
widths, they are independent and the AIR of this system is equal, in case γ = 1, to
that of a single transmitter with double SNR. We define by IFDM the rate achiev-
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Figure 3.3: Examples of spectral efficiency regions.

able by FDM, and by IFDM,p that achievable by FDM under the equal rate constraint.
The latter is clearly equal to twice the minimum ASE of the two subchannels. We
demonstrate that the rate achievable by FDM is always lower than or equal to that
achievable with two signals with overlapping frequencies in the absence of nonlin-
ear distortions; the same result holds for the practical rates and can be stated in the
following theorem.

Theorem 1. Let us consider the ideal multiple access channel

y(t) = x1(t)+ γx2(t)+w(t) . (3.4)

The following inequalities hold

IJ ≥ IFDM (3.5)

IJ,p ≥ IFDM,p (3.6)

with equality if and only if x1(t) and x2(t) are Gaussian random processes and γ2 = 0
dB.

For the proof, we first need a preliminary result concerning the differential en-
tropies of two continuous random variables.
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Lemma. Let x and y be two independent continuous complex random variables, with
PDFs p(x) and p(y) and differential entropies h(x) and h(y). Then

h(x+ y)≥ 1+
h(x)+h(y)

2
(3.7)

with equality if and only if x and y are independent Gaussian random variables with
the same variance.

Proof. For the entropy power inequality [72, 73]

2h(x+y) ≥ 2h(x)+2h(y) (3.8)

= 21+ h(x)+h(y)
2 cosh

(
h(x)−h(y)

2
ln2
)

≥ 21+ h(x)+h(y)
2 (3.9)

where equalities in (3.8) and (3.9) hold if and only if x and y are Gaussian and have
the same variance. Eq. (3.7) is finally derived by taking the logarithm of (3.9).

We then consider the rates achievable by FDM. Under the assumption of ideal
FDM transmission, a sufficient statistic is obtained by sampling the continuous wave-
forms. The observables for the two subchannels are

y1 = x1 +w1 (3.10)

y2 = γx2 +w2 (3.11)

where x1 and x2 are the signal samples, w1 and w2 are white Gaussian noise processes
with power N/2 instead of N, since FDM works with half the bandwidth with respect
to the case of a single transmitter. The mutual information of FDM is the average of
the mutual information for the two channels, i.e.,

IFDM =
h(y1)+h(y2)

2
− log2

(
πe

N
2

)
,

and the practical rate is

IFDM,p = h(y2)− log2

(
πe

N
2

)
.
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Since the mutual information is a non decreasing function of the SNR [74], clearly it
is IFDM,p ≤ IFDM.

We finally prove Theorem 1.

Proof. We first prove inequalities (3.5) and

2I2 ≥ IFDM,p . (3.12)

The samples at the output of channel (3.4) can be equivalently expressed as y =

y1 + y2 and the mutual information of this equivalent expression reads IJ = h(y1 +

y2)− log2(πeN). Hence,

IJ− IFDM = h(y1 + y2)−
h(y1)+h(y2)

2
−1

from which, by an application of the Lemma, we derive inequality (3.5). The mutual
information I2, instead, reads

I2 = h(y|x1)− log2(πeN)

= h(y2 +w1)− log2(πeN)

and
2I2− IFDM,p = 2h(y2 +w1)−h(y2)− log2(2πeN)

which becomes (3.12) from Lemma.
Since IJ,p = min(IJ,2I2) and IFDM ≥ IFDM,p, clearly (3.6) follows with equality if

and only if x1 and x2 are Gaussian with γ2 = 0 dB.

The theorem, beyond the mathematical proof, has a practical explanation. The
use of a second satellite, besides increasing the overall transmitted power, makes the
distribution of x1(t)+ γx2(t) closer to a Gaussian distribution (see the Berry-Esséen
theorem [75]). Thus, a sort of shaping gain must be added to the gain arising from
the higher power.

The strategy based on FDM is perfectly equivalent, in terms of ASE, to a strat-
egy based on time division multiplexing (TDM), in which time is divided into slots
of equal length, and each satellite is allotted a slot during which only that satellite
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transmits and the other remains silent. During its slot, each satellite is allowed to
use twice the power. However, on satellites, due to peak power constraints, it is not
possible to double the power and the satellite amplifiers are not conceived for power
bursts. Hence the TDM strategy will not be considered as a feasible solution in this
scenario.

3.4 Achievable Rates by the Alamouti Scheme

We now consider the application of the Alamouti scheme [60]. The two satellites
first transmit x1(t) and x2(t) and then −x∗2(t) and x∗1(t), respectively. The rate IA,
achievable by the Alamouti scheme, satisfies the following theorem.

Theorem 2. Let us consider the ideal multiple access channel

y(t) = x1(t)+ γx2(t)+w(t) ,

where xi(t), i = 1,2 are random processes such that −xi(t) has the same finite-
dimensional distributions as xi(t). The following inequality holds

IJ ≥
(a)

IA ≥
(b)

IFDM

with equality in (a) if and only if x1(t) and x2(t) are independent Gaussian random
processes with the same variance, and in (b) if and only if γ2 = 0 dB.

Proof. Let us start by first proving inequality (a). The observable for Alamouti pre-
coding is

yA,1 = x1 + γx2 +wA,1

y∗A,2 = −x2 + γx1 +wA,2

where wA,1,wA,2 are independent Gaussian random variables with power N.
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Let us evaluate

IJ− IA = h(y)−
h(yA,1,y∗A,2)

2
(3.13)

≥ h(y)−
h(yA,1)+h(y∗A,2)

2
(3.14)

= 0 (3.15)

where (3.15) is obtained by observing that h(y)= h(yA,1)= h(y∗A,2). Equality in (3.14)
is achieved if and only if yA,1 and y∗A,2 are independent. From an application of the
Lukacs-King theorem [76], independence holds if and only if x1 and x2 are indepen-
dent Gaussian random variables with the same power.

We now prove inequality (b): the Alamouti observable, after receiver processing,
is

ỹA,i =
√

1+ γ2xi + w̃A,i i = 1,2 . (3.16)

and is still a sufficient statistic for detection. The SNR in (3.16) is (1 + γ2)/2 ≤
1 times the one in (3.10) and (1+ γ2)/2γ2 ≥ 1 times that in (3.11). Hence, since
the mutual information is a concave function of the SNR [74], no matter the input
distribution, inequality (b) is straightforward and it holds with equality if and only if
γ2 = 0 dB.

Theorem 2 shows that the AIR of the Alamouti scheme is between the ones
achievable by two overlapping signals and by FDM. However, it has the interest-
ing feature that it is not degraded by the equal rates constraint. This is due to the fact
that both signals are transmitted once by the satellite with no attenuation and once by
the satellite with attenuation γ . Hence, while it is always true that IA ≥ IFDM,p, it can
also happen that IA ≥ IJ,p.

3.5 AWGN Channel with Average Power Constraint

A first case study, useful to draw some preliminary considerations about the theoret-
ical limits for the system under consideration, is the classical AWGN channel with
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average power constraint (APC). For this case, we have that the two satellites of Fig-
ure 3.1 have no effect on the signal, hence the received signal reads

y(t) = x1(t)+ γe jφ(t)x2(t)+w(t) .

We express the APC as

E
[
|xi(t)|2

]
≤ P i = 1,2 ,

where P is the maximum allowed average power.

For this channel, the capacity is reached with independent Gaussian inputs, p(t)=
sinc(t/T ), and TW = 1 [72]. A sufficient statistic is derived by sampling the output of
a low pass filter [54, 72]. Since we are assuming slow-varying phase noise, perfectly
known at the receiver, the observable can be approximated as

yk = x(1)k + γe jφk x(2)k +wk ,

where φk = φ(kT ). The phase noise does not change the statistics, and hence the ASE
IJ is given by the classical Shannon capacity, taking into account the total transmitted
power, and reads

IJ = log2

(
1+(1+ γ

2)
P
N

)
,

where N = N0W is the noise power in the considered bandwidth. If, instead, we adopt
the FDM model (3.3), the ASE can be computed as the average of the ASEs of two
subchannels, each transmitting on half the bandwidth:

IFDM =
1
2

log2

(
1+2

P
N

)
+

1
2

log2

(
1+2γ

2 P
N

)
.

When we introduce the equal rate constraint, it is straightforward to show that we
have the following practical ASEs

IJ,p = min
(

IJ,2log2

(
1+ γ

2 P
N

))
IFDM,p = log2

(
1+2γ

2 P
N

)
.
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Figure 3.4: Joint ASE for different values of γ (AWGN channel with APC).

In Figure 3.4, we show the ASE IJ as a function of P/N, for different values of
the power unbalance γ , together with the ASE that can be achieved when a single
satellite is available (γ → 0). In this case, the performance of the Alamouti scheme is
exactly the same as IJ, as foreseen by Theorem 2. The figure also shows IFDM for the
same values of γ . We see that FDM is capacity-achieving when γ = 1 (i.e., IJ = IFDM

when γ = 1, as also clear from the equations and as foreseen by Theorem 1) but it is
suboptimal in the case of power unbalance.

In Figure 3.5, we report the practical ASEs for the cases of Figure 3.4. For signals
with overlapping frequencies, with power unbalance γ2 6= 0 dB, IJ,p is lower than IJ

only in the range of low P/N values, corresponding to the case 2I2 < IJ. The transition
is indicated by the change of slope in the curve. We also see that, for high power
unbalance, a portion of IJ,p lies below single-satellite ASE.

In case of FDM, we clearly see how the user with the lower ASE limits IFDM,p.
The curves coincide for γ = 1, while they suffer from a significant performance loss
with respect to IFDM for high values of power unbalance. If the power unbalance is



3.5. AWGN Channel with Average Power Constraint 59

0

1

2

3

4

5

6

7

8

0 5 10 15 20 25

A
S
E

[b
it
/
s/
H
z]

P/N [dB]

IJ, IFDM, IA, γ
2 = 0 dB

IJ,p, γ
2 = −6 dB

IFDM,p, γ
2 = −6 dB

IA, γ
2 = −6 dB
1 satellite

Figure 3.5: Practical ASE for different values of γ (AWGN channel with APC).

very high, FDM performs even worse than a single satellite. Finally we can notice
that, when γ2 6= 0 dB, IA > IJ,p for low P/N values.

At the end of this section, we would like to motivate our choice of transmitting
independent signals from the two satellites. Let us consider the opposite scenario
where the same signal is transmitted from the two satellites. In this case, the received
signal y(t) can be expressed as

y(t) = x(t)+ γe jφ(t)x(t− τ)+w(t)

where x(t) is the transmitted signal, and τ the difference between the propagation
delays of the two satellites. The received sample at time kT is

yk = xk + γe jφk ∑
i

sinc(i− τ/T )xk−i +wk .

The channel is equivalent to a time-varying frequency-selective channel

yk = ∑
i

hk,ixk−i +wk (3.17)
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with impulse response hk,i = δi + γe jφk sinc(i−τ/T ), where δi is the Kronecker delta
function. As already said, φk is assumed slowly varying with respect to the symbol
interval but, due to the oscillators’ instabilities, it will be assumed with a coherence
time shorter than the codeword length. Hence, we are interested in the ergodic rate
obtained by averaging the information rate that can be obtained with a given value of
φ . Independently of the value of τ , the average signal power is

E

∣∣∣∣∣∑i
hk,ixk−i

∣∣∣∣∣
2
= (1+ γ

2)P (3.18)

and it can be shown that the ergodic rate cannot be higher than log2
(
1+(1+ γ2) P

N

)
,

the rate achievable with independent signals (see [71] for a detailed proof).

3.6 AWGN Channel with Peak Power Constraint

As a first step to the theoretical characterization of our satellite transmission prob-
lem, we consider the case a peak-power-limited signal rather than an average-power-
limited one. The adoption of a peak power constraint (PPC) comes naturally from
the use of a saturated nonlinear HPA on the satellite. However, there is no expression
for the channel capacity in this scenario, but only bounds are available [64]. For this
reason, we concentrate on the study of a simplified discrete-time channel, where the
PPC is imposed on information symbols [65].

In this section, we repeat the analysis of Section 3.5 in a peak-power-limited
scenario. We first review the results in [65] for the case of a single transmitter, then
we extend the reasoning to the case of two transmitters.

3.6.1 Analysis for a Single Transmitter

If we assume that γ → 0, the model (3.2) simplifies to the following discrete-time
memoryless channel model

yk = xk +wk , (3.19)
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where yk is the observable, xk = x(1)k is the k-th symbol transmitted by satellite 1, and
wk is AWGN with variance N = N0W . The input symbols xk must be subject to a
PPC, that can be expressed in the form

|xk|2 ≤ P . (3.20)

Channel (3.19) under constraint (3.20) was completely studied in [65]: the capacity-
achieving distribution is discrete in amplitude and uniform in phase, and has the fol-
lowing expression

p(r,θ) = p(θ)p(r) =
1

2π

m

∑
`=1

q`δ (r− p`) , (3.21)

with xk = re jθ . The distribution is formed of m concentric circles, each having weight
q` and radius p`. The constraints of the problem, in polar coordinates, become

0≤ p` ≤
√

P (3.22)

p`+1 > p` (3.23)

0≤ q` ≤ 1 (3.24)
m

∑
`=1

q` = 1 . (3.25)

For the distribution (3.21), we can compute the rate I(xk;yk) in closed form. First
of all, we need to derive an expression for the PDFs of the channel and the observable.
Based on the channel model (3.19), we have

p(yk|xk) = p(yk|r,θ) =
1

πN
e−

|yk−re jθ |2
N . (3.26)

From (3.26) we can obtain the PDF p(yk) as

p(yk) =
∫ +∞

r=0

∫ 2π

θ=0
p(yk|r,θ)p(r,θ)drdθ

=
1

πN
1

2π

∫ +∞

r=0

∫ 2π

θ=0
e−

|yk |2+|r|2
N e

2ℜ[ykre− jθ ]
N

m

∑
`=1

q`δ (r− p`)drdθ

=
1

πN
1

2π

m

∑
`=1

q`e−
|yk |2+|p`|2

N

∫ 2π

θ=0
e

2|yk |p`
N cos(arg(yk)−θ)dθ

=
1

πN

m

∑
`=1

q`e−
|yk |2+|p`|2

N I0

(
2|yk|p`

N

)
, (3.27)
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where I0(·) is the modified Bessel function of the first kind and order zero. By com-
bining (3.26) and (3.27) we have

I(xk;yk) = E
[

log2
p(yk|xk)

p(yk)

]

= E

log2
e−

|yk−re jθ |2
N

∑
m
`=1 q`e−

|yk |2+p2
`

N I0

(
2|yk|p`

N

)
 . (3.28)

The expectation in (3.28) is taken with respect to the actual random variables, i.e., xk

(and hence r and θ ) and yk. The latter is a function of xk and wk, and thus it depends
on their statistics. The optimal values of m, q` and p` cannot be found in closed
form, but they are subject to optimization [65]. For this reason, we evaluate (3.28)
for increasing values of m and, for each value, we optimize the m radii to achieve
the highest AIR. Optimization results for 1 ≤ m ≤ 20 are plotted in Figure 3.6. We
see that, as expected, as P/N increases, the optimal distribution is formed of a higher
number of circles. We also point out that each curve in Figure 3.6 is the envelope of
all curves with a lower number of circles, so m must be read as the maximum number
of circles, i.e., one or more circles can have zero probability. The optimal number of
circles is shown in Figure 3.7 as a function of P/N. We point out that the results in
Figure 3.6 differ from those in [65] because of a different SNR definition. In fact,
in [65], capacity curves are computed as a function of the SNR per dimension, while
our curves are a function of the total SNR.

3.6.2 Extension to for Two Transmitters

Aim of this section is to extend the results of Section 3.6.1 to the case of two trans-
mitters. For this scenario, we make the assumption that the optimal distributions of
the two inputs are still in the form (3.21). This result has been demonstrated for real
inputs [77], but not for complex inputs, as the case of interest here. For this reason,
the computed AIR is a lower bound to the actual channel capacity, whose expression
is not known. Under this assumption, the input amplitude distributions are

p(ri) =
mi

∑
`=1

q(i)` δ (ri− p(i)` ), i = 1,2 ,
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and the received signal is an extension of (3.19):4

yk = x(1)k + γx(2)k +wk

= r1e jθ1 + γr2e jθ2 +wk ,

with each of the two inputs satisfying constraints (3.22)–(3.25). In this scenario, we
can express the joint AIR IJ = I(x1,x2;y) as an extension of (3.28):

IJ = E

log2
(2π)2e−

|yk−r1e jθ1−γr2e jθ2 |2
N

∑
m1
`=1 ∑

m2
i=1 q(1)` q(2)i Λ`,i

 , (3.29)

where

Λ`,i =
∫ 2π

0

∫ 2π

0
e−

|yk−p(1)
`

e jθ1−γ p(2)i e jθ2 |2
N dθ1dθ2 .

We have computed (3.29) for different levels of power unbalance between the two
received signals; we have verified that the best performance is achieved when using
input distributions with only one circle (i.e., m1 = m2 = 1 in (3.29)). The joint AIR
is shown in Figure 3.8, where the curve labeled 1 satellite is obtained as the envelope
of the curves of Figure 3.6. We report here, for comparison, the AIR computed when
FDM is used, assigning half of the bandwidth to each of the satellites. We see that,
unlike the case of average power constraint, FDM is not the optimal choice, not even
in the absence of power unbalance (when FDM gains exactly 3 dB from the single
satellite). This result comes from a straightforward application of Theorem 1. In ef-
fect, since the two input distributions are not Gaussian, the inequality (3.5) is strict.
Figure 3.8 also reports the AIR IA, achievable by the Alamouti scheme. As foreseen
by Theorem 2, we see that for γ2 = 0 dB the rate IA is perfectly equivalent to IFDM,
while, for γ2 =−6 dB, FDM performs worse. For all values of γ we have that IJ > IA,
since the input signals are not Gaussian processes.

We also point out that, unlike what happens when the constraint is on the average
power, in this case the theoretical upper bound for IJ, when γ = 1, is 6 dB higher than

4We point out that a phase noise term should be considered in the second signal. However, since
this shift is assumed to be perfectly known at the receiver and the input distributions are invariant with
respect to a phase rotation, we do not add it to our model.
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Figure 3.8: Joint ASE for different values of γ (AWGN channel with PPC).

the single transmitter case. This is because, if the two signals are perfectly in phase,
the overall signal has double amplitude, and hence its power is 4P (i.e., 6 dB higher).
This situation is unrealistic (and, in fact, we do not experience a 6 dB gain), but it is
the upper limit for the AIR.

As already mentioned, in a broadcast scenario we have the further constraint that
the two transmitters must use the same rate. When we impose this constraint to the
rates shown in Figure 3.8, we obtain the practical rates in Figure 3.9. We see again
that, as expected, the rates IJ,p and IFDM,p have suffered a degradation for γ2 =−6 dB,
and we also notice that, for low values of P/N and a high power unbalance, the
use of a single satellite may be convenient over the use of two overlapped signals.
However, since the Alamouti scheme is not degraded by the application of the equal
rates constraint, we can conclude that the IA represents the best performance in a
certain range of P/N.

We can better understand the impact of the equal rates constraint on the joint AIR
by studying the ASE regions of the channel for different values of P/N, reported in
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Figure 3.9: Practical ASE for different values of γ (AWGN channel with PPC).

Figure 3.10. From the analysis of these figures, we can conclude that the maximum
sum-rate cannot always be achieved and we can have a numerical insight of the values
of P/N and γ2 that allow to improve the rates with respect to a case with only one
transmitter. In particular, it is easy to understand that when the power unbalance is
low (γ2 → 0 dB) the ASE region is perfectly symmetric and maximum sum-rate
is achieved for all values of P/N. On the other hand, with high power unbalance
(γ2 = −6 dB) it is clear that maximum sum-rate can be achieved only at high P/N,
whereas when the power is low the performance of two satellites is worse than that
of a single satellite.

3.6.3 Practical Constellations for AWGN Channel with PPC

We are now interested in evaluating the performance of practical constellations with
a finite number of points on the AWGN channel with PPC, in order to find which
kind of discrete constellations can be successfully adopted on the satellite channel.

Starting from the single transmitter case, we see in Figure 3.11 that M-ary PSK
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Figure 3.10: ASE regions for γ2 =−6 dB (AWGN channel with PPC).

and APSK constellations, usually adopted in satellite communications, are practically
capacity-achieving. However, as foreseen also by the theoretical analysis, constella-
tions with multiple circles (such as APSK) are suboptimal when two transmitters
are adopted. This can be seen in Figure 3.12, showing the envelopes of the ASEs
achievable with constellations from QPSK to 64APSK, where APSKs exhibit a loss
with respect to the bound IJ for high P/N values. As suggested by the theoretical
results, we see that the bound is achieved by replacing APSKs with PSKs with the
same number of points, whose envelopes are again shown in the figure. Figure 3.13
reports the same analysis for the practical rates, and the same conclusions hold. We
point out that FDM and Alamouti schemes perform single-user operations, so they
practically achieve their corresponding theoretical bounds with classical PSK/APSK
constellations. Finally, we mention that we have attempted an optimization of the
constellations, using the same GD algorithm described in Section 2.5.2, imposing
that the constellations adopted by the two transmitters are identical. Optimization
results suggest that PSKs are practically optimal in this scenario.
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HPAIMUX OMUX

xi(t) si(t)

Figure 3.14: Block diagram of the considered satellite transponder.

3.7 Satellite Channel Model

This section investigates the performance of the system in Figure 3.1 when a realistic
satellite transponder model is used. The block diagram of the adopted transponder
model is the same as that we have adopted in Chapter 2, and it is depicted in Fig-
ure 3.14. The HPA, IMUX, and OMUX characteristics are described in Section 2.1,
and the OMUX filter still has −3 dB bandwidth equal to 38 MHz, and they corre-
spond to the DVB-S2 channel model [35].

The transmitted signals at the input of the two satellites are linearly modulated
as in (3.1), with the same pulse and symbol interval, and the information symbols
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Figure 3.15: Transponder bandwidth allocation for FDM.

x(i)k are drawn from the same discrete constellation. The symbol intervals of the two
signals are also assumed to be perfectly aligned. Thus, the received signal reads as
in (3.2). Process φ(t) models the difference of phase between oscillators and their
phase noise, and is considered perfectly known at the receiver. We adopt the adap-
tive FS-MMSE equalizer described in Section 2.3, followed by a symbol-by-symbol
multiuser detector (MUD) [78]. The MUD computes the a posteriori probabilities of
the symbols as

p
(

yk|x(1)k ,x(2)k

)
∝ exp

−
∣∣∣yk−β

(
x(1)k + γx(2)k e jφk

)∣∣∣2
N0

 ,

where yk is the sample at the output of the FS-MMSE equalizer, β is a possible
(complex-valued) bias, and φk = φ(kT ) is the phase noise process at the receiver
(under the assumption that φ(t) is slow enough with respect to the symbol time).

Similarly to previous sections, we also consider an FDM scenario: the transpon-
der bandwidth is equally divided into two subchannels as schematically depicted in
Figure 3.15. Then, the FDM receiver performs detection separately with two FS-
MMSE equalizers, followed by a symbol-by-symbol receiver.

As already done with the other channel models, we adopt the Alamouti scheme
as a third possibility: the Alamouti precoding is performed on transmitted symbols
and, at the receiver side, after a proper processing, two separate FS-MMSE equalizers
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and symbol-by-symbol receivers are adopted. Unlike the previous scenarios, in the
presence of nonlinear distortions and phase noise, the Alamouti scheme cannot per-
fectly separate the two signals at the receiver. However we will show in the numerical
results that its performance is still excellent.

The complexity of the channel model does not allow to obtain results in a closed
form as in previous sections. Hence, the achievable ASEs for this scenario are com-
puted through the Monte Carlo method proposed in [6], already applied in Chapter 2
and briefly summarized also in Section 1.2. Once again, we recall that these values
are a lower bound to the actual ASE and they are achievable with the specific adopted
receiver. The ASE curves shown in the next section describe the possible achievable
gains in a scenario that is more realistic than those described previously. All results
will be reported as a function of Psat/N, where Psat is the HPA power at saturation.

3.7.1 Numerical results

For this section, we apply the transmission parameters that we have optimized in
Chapter 2 for the single-satellite scenario. Namely, signals are transmitted with a
symbol rate of 37 Mbaud, using an RRC shaping pulse p(t) with roll-off factor α =

0.1. We adopt the classical constellations of satellite communications, from QPSK to
32APSK (denoted as PSK/APSK schemes) and, as an alternative, we also consider
the use of 16PSK and 32PSK, as suggested by the theoretical analysis. The IBO has
been optimized to 0 dB for QPSK and 8PSK, and to 3 dB for all other modulations.5

Figure 3.16 shows the envelope of the practical ASE IJ,p for the considered modu-
lations, with power unbalance γ2 = 0 dB. Details on the modulations of the envelope
are reported in Table 3.1. The figure also shows the ASE for FDM, for the Alamouti
scheme, and for a single satellite. In case of FDM, each signal has symbol rate 1/T =

18.5 Mbaud, and the frequency spacing is equal to fc = (1+α)/T = 20.35 MHz,
which has been found to be practically optimal for this scenario. We can see from
the figure that two overlapped signals can achieve a higher ASE with respect to all
considered alternatives. Moreover, the envelopes show that 32APSK and 32PSK are

5We point out that the impact of interchannel interference due to transponders transmitting on adja-
cent frequencies is negligible for all the presented scenarios, and hence it will not be considered [79].
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Modulation Psat/N [dB]

QPSK -10 – 0

8PSK 0 – 7.5

16APSK/16PSK 7.5 – 25

Table 3.1: Psat/N range of the envelope IJ,p for PSK and APSK constellations and
γ = 1.

not convenient in case of overlapped signals, since they perform worse than 16APSK
and 16PSK, and PSK constellations perform better than APSK modulations. It is in-
teresting to notice that, although the channel model is affected by nonlinear effects,
inequality (3.6) still holds true, even in this case. We also notice that, at high Psat/N,
FDM performs worse even than a single satellite. This loss is due to the ICI from
the second FDM signal, which lies in the same OMUX bandwidth. In fact, due to
the spectral regrowth after the HPA, the two FDM signals are no more orthogonal.
This effect is proved in Figure 3.17, which compares the FDM curve with two ASE
curves: ideal FDM in the absence of ICI, and a single satellite with twice the power
Psat. Similarly to the linear channel, ideal FDM can achieve the same ASE as the
single satellite with double power, but in a realistic case ICI has an impact on the
performance.

We can notice from Figure 3.16 that gains given by two overlapped signals with
respect to a single satellite can be higher than 3 dB. The gains over 3 dB are related
to the shaping of the overall signal, obtained by the sum of the satellite outputs. In-
deed, as already mentioned in Section 3.3, the sum of two signals has an amplitude
distribution that is closer to a Gaussian distribution. Figures 3.18 and 3.19 show the
PDF and the cumulative distribution function (CDF) of the signal amplitude, prop-
erly normalized by the number of transmitting satellites. We compare the amplitude
distributions of a single signal and two overlapped signals (with γ2 = 0 dB), when the
transmitters adopt 16PSK, RRC pulses with roll-off α = 0.1, IBO equal to 3 dB. For
comparison purpose we report also the PDF and CDF of the Gaussian distribution
with unit variance. It is clear from the figures that the sum of two signals is closer
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to a Gaussian distribution than the single transmitter. We have verified that similar
considerations hold for 8PSK.

Figure 3.20 and Table 3.2 report ASE curves for the same scenario as in Fig-
ure 3.16, but with power unbalance equal to 6 dB. Overlapped signals again out-
perform FDM for every Psat/N value but, since the equal rate constraint limits the
performance to that of the lower power signal, the Alamouti scheme and a single
satellite have higher ASE at low Psat/N. The behavior of IJ,p with respect a single
satellite can be seen from the ASE regions in Figure 3.21, we can notice that it is
perfectly in line with results found for the peak limited AWGN channel, despite a big
difference between the two models.
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Modulation Psat/N [dB]

QPSK -10 – 5

8PSK 5 – 12.5

16APSK/16PSK 12.5 – 25

Table 3.2: Psat/N range of the envelope IJ,p for PSK and APSK modulations and
γ = 1/2.
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Mod. rates Psat/N [dB] SE [bit/s/Hz]

QPSK 1/4 -0.7 1.0

8PSK 1/4 3.0 1.5

8PSK 1/4+1/2 5.55 2.25

8PSK 1/4+3/5 7.4 2.55

8PSK 1/4+2/3 8.7 2.75

Table 3.3: MODCODs for overlapped signals with γ2 = 0 dB.

3.8 Practical Codes for Multiple Satellites Systems

So far, this chapter has shown only information theoretical results, in terms of ASE,
for different channel models. We have demonstrated that promising gains are possi-
ble on a realistic satellite channel. However, what still remains unknown is whether
similar gains can be achieved by a practical system, adopting some specific MOD-
CODs. A complete analysis of the performance of DVB-S2X MODCODs on this
two-satellites channel has been performed in [80], which shows, through extrinsic
information transfer (EXIT) charts [81] analysis and PER simulations, that the ex-
isting codes are not well designed to work in this scenario with multiple satellites.
In particular, only a few low-cardinality MODCODs could be found to be working,
and even those exhibit significant losses with respect to the ASE. The results of the
analysis in [80] are reported in Figure 3.22 and Tables 3.3–3.4, where, to satisfy the
equal rates constraint, the two transmitters are allowed to exchange the code rates
at each new codeword (hence the notation r1 + r2 in some entries of Table 3.3). To
improve the SE achieved by practical coding schemes, in this scenario, a new code
design is required [58, 81].

In this section, we introduce an alternative approach to the design of a new code,
that can be applied when the two signals originate from the same satellite. In this case,
in fact, the two signals are generated by the same oscillator and reach the receiver at
the same time because there is no difference between the two paths. Under these
conditions, that ensure the absence of both delay and random phase shift between the
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Mod. rates Psat/N [dB] SE [bit/s/Hz]

QPSK 1/4 4.3 1.0

8PSK 1/4 6.55 1.5

8PSK 9/20 11.15 2.7

8PSK 90/180 12.0 3.0

16PSK 9/20 15.2 3.6

Table 3.4: MODCODs for overlapped signals with γ2 =−6 dB.

two signals, we can think of optimizing the phase shift of the second signal to find
the angle that maximizes the information rate. The received signal, then, becomes

y(t) = s1(t)+ e jϕs2(t)+w(t) ,

where ϕ is a constant, properly chosen, phase shift, and the attenuation γ is equal
to 1 because both signals originate in the same point. By performing an optimiza-
tion on the values of ϕ , we verified that there is no clear optimal value. However,
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Figure 3.23: Joint constellations for PSK.

setting a value of ϕ = π/M, where M is the cardinality of the PSK constellation,
grants the simplest design for the resulting constellation and an information rate that
is practically the optimal one.

Given two M-PSK constellations, it is easy to see that, if we rotate one of them
by π/M, the resulting joint constellation is formed of M/2 circles, each composed of
2M equally spaced points. Three examples are shown in Figure 3.23, for M = 4,8,16,
respectively.

We then need to design a good mapping for the joint constellation. Since we
have M2 points, we need log2(M

2) bits. We choose to use the first log2(M/2) bits to
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Figure 3.24: Joint mapping for two QPSK constellations.

identify the circle, and the remaining log2(2M) bits to label the points on each cir-
cle. Mapping is Gray on each circle and also between adjacent circles. The selected
joint mapping is shown in Figure 3.24 for two QPSK constellations, where the first
bit identifies the circle, and the remaining three bits label the points. Unlike a clas-
sical mapping scheme, reported in Figure 3.25 for comparison, where each signal
is mapped independently, the proposed approach requires a cooperative operation of
the two transmitters. We have verified the performance of this new scheme both in
terms of ASE and SE achieved by some practical MODCODs. The results shown in
Figure 3.26 demonstrate that this joint scheme allows to improve the ASE at high
SNR, but, most of all, it allows to achieve SE values close to the theoretical bounds
in all the SNR range, without the need to redesign binary codes. The details of the
selected MODCODs are reported in Table 3.5. Finally, we mention that the standard
DVB-S2X codes can perform well when FDM or the Alamouti scheme are adopted
because there are only single-user operations involved.
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Mod. rates Psat/N SE

QPSK 1/2 3.9 2.0

QPSK 3/5 5.85 2.4

8PSK 1/2 8.75 3.0

16PSK 1/2 14.05 4.0

16PSK 3/5 18.85 4.8

Table 3.5: MODCODs for overlapped signals and the proposed joint mapping.

3.9 Conclusions

We have investigated the rates achievable by a system using two co-located satellites.
We have exploited the presence of the second satellite to improve the SE of the sys-
tem. We have studied three alternative channel models: AWGN channel with APC,
AWGN channel with PPC, and the DVB-S2 satellite channel. For all cases we have
considered signals with overlapping frequencies, FDM, and the Alamouti scheme.
Overlapped signals result to be convenient in all cases with respect to FDM, but
we have shown that there are cases in which the Alamouti scheme can outperform
both, and that even a single satellite can be convenient over overlapped signals: these
cases depend on the power unbalance and on the received signal-to-noise power ratio.
Finally, after showing that standard LDPC codes are not well designed for this two-
satellites scenario, we have proposed a new cooperative mapping scheme that allows
to overcome this problem without resorting to a new code design.



Chapter 4

Multiuser Detection in Multibeam
Satellite Systems

The recent years have witnessed the explosion of satellite services and applications,
and the related growing demand for high data rates. Next-generation satellite sys-
tems need new technologies to improve their spectral efficiency, in order to sustain
the information revolution of modern societies. The grand challenge is to satisfy this
demand by living with the scarcity of the frequency spectrum. Resource sharing is
probably the only option, and can be implemented by adopting a multibeam system
architecture, which allows to reuse the available bandwidth in many beams. The in-
terference caused by resource sharing is typically considered undesirable, but a way
to dramatically improve the spectral efficiency is to exploit this interference, by using
interference management techniques at the receiver.

In this chapter, we consider the benefits of the adoption of multiuser detection
at the terminal in the forward link of a multibeam satellite system. Our reference
is a DVB-S2 system [35], where an aggressive frequency reuse is applied. Under
these conditions, the conventional single-user detector (SUD) suffers from a severe
performance degradation when the terminal is located near the edge of the coverage
area, due to the high co-channel interference. On the other hand, the application of a
decentralized MUD at the terminal, able to cope with the interference, can guarantee
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the required performance [82, 83]. Of course, a computational complexity increase
must be paid.

The literature on multiuser detection is wide, and in the area of satellite commu-
nications it essentially focuses on the adjacent channel interference mitigation for the
return link [84–86], and it includes centralized techniques to be applied at the gate-
way. Less effort has been devoted to the forward link. Recently, the benefits that can
be achieved, in terms of SE, when high frequency reuse is applied in a DVB-S2 sys-
tem [35], and multiuser detection is adopted at the terminal to manage the presence
of strong co-channel interference, have been investigated in [82]. The superiority of
the MUD has been demonstrated through error rate simulations. In [83], the authors
study the applicability of a low complexity MUD based on soft interference cancel-
lation. The advantage of the proposed detector is shown in terms of frame error rate.

In this chapter, we generalize the analysis of [82] by supplying an information-
theoretic framework which allows us to evaluate the performance in terms of AIR,
without the need of lengthy error rate simulations, and hence strongly simplifying
the comparison of various scenarios. Furthermore, we consider also different trans-
mission strategies, where the two signals intended for the two beams cooperate to
serve the two users (one in the first beam and the other in the second one). In one
scenario, the two users in the adjacent beams are served consecutively in a TDM
fashion, instead of being served simultaneously. In the other scenario, we consider
the Alamouti space-time block code [60], consisting in the two satellites exchanging
the transmitted signals in two consecutive transmissions.

Finally, we show that the theoretical limits predicted by the information-theoretic
analysis can be approached by practical coded schemes. As expected, the Alamouti
precoding based schemes work well with standard codes since single-user operations
are performed. On the other hand, we observe that classical single-user codes are not
suitable for multiuser applications. Therefore, we analyze the convergence behav-
ior of joint multiuser detection/decoding by means of an EXIT chart analysis [87].
We start by considering the schemes based on the MODCODs of the DVB-S2 stan-
dard [35], and quantify the loss with respect to the theoretical limits. Once identified
the reasons for this performance loss, we prove that a large gain can be obtained from
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a redesign of the code and/or of the bit mapping.

In the following, Section 4.1 presents the system model and describes the three
considered scenarios and related detection strategies. The information-theoretic anal-
ysis is treated in Section 4.2, and gives us the necessary means for the computation
of the information rate for the reference beam. The EXIT chart analysis is described
in Section 4.3. Section 4.4 presents the results of our study, whereas conclusions are
drawn in Section 4.5.

4.1 System Model

We focus on the forward link of a satellite communication system. Figure 4.1 de-
picts a schematic view of the baseband model we are considering. Signals si(t),
i = 1, . . . ,U , are U signals transmitted by a multibeam satellite in the same frequency
band. The satellite is thus composed of U transmitters (i.e. transponders) and serves U
users on the ground. The nonlinear effects related to the high power amplifiers which
compose the transponders are neglected since a multibeam satellite generally works
in a multiple carriers per transponder modality, and hence the operational point of its
amplifiers is far from saturation [35]. We consider the case where the users experi-
ence a high level of co-channel interference, since we assume that they are located
close to the edge of the coverage area of a beam and that an aggressive frequency
reuse is applied.

The signal received by a generic user can be expressed as

r(t) =
U

∑
i=1

γisi(t)+w(t) , (4.1)

where γi are proper complex gains, assumed known at the receivers, and w(t) is the
thermal noise. Without loss of generality, we assume that “User 1” is the reference
user and that |γi| ≥ |γi+1|. We will evaluate the performance of the reference user
when the other users adopt fixed rates. We will consider the following three scenarios,
which imply different transmission and detection strategies.
Scenario 1. Signal si(t) is intended for user i, and we are interested in the evaluation
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Figure 4.1: Schematic view of the considered architecture.

of the performance for “User 1”, whose information is carried by the signal with
i = 1. For this scenario, we evaluate the AIR, or equivalently the ASE, when “User 1”
employs different detectors. In particular, we consider the case when “User 1” adopts:

• A SUD. In this case, all interfering signals si(t), i = 2, . . . ,U are considered as
if they were additional thermal noise.

• A MUD for the useful signal and one interferer. In this case, the receiver is
designed to detect the useful signal and the most powerful interfering signal
(that with i = 2 in our model), whereas all the remaining signals are considered
as if they were additional thermal noise. Data related to the interfering user are
discarded after detection. This case will be called MUD×2 in the following.

Our analysis can be easily extended to the case of a MUD designed for more than
two users. On the other hand, given the actual users’ power profile, it has been shown
in [82] that the MUD×2 offers the best trade-off between complexity and perfor-
mance.
Scenario 2. A different transmission strategy is adopted in this case. Without loss
of generality, we will consider detection of signals s1(t) and s2(t) and users 1 and
2 only. As in scenario 1, the remaining signals are considered as additional thermal
noise. Instead of simultaneously transmitting signal s1(t) to “User 1” and signal s2(t)
to “User 2”, as in the previous scenario, we here serve “User 1” first by employing
both signals s1(t) and s2(t) for a fraction α (0 ≤ α ≤ 1) of the total time, and then
“User 2” by employing both signals s1(t) and s2(t) for the remaining fraction 1−α
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of the total time. The fraction α can be chosen in order to maximize the sum-rate or
simply by taking into account the different data rate needs of the users.

Signals s1(t) and s2(t) are independent (although carrying information for the
same user). The receiver must jointly detect both signals and its complexity is com-
parable to that of the MUD×2 described for the first scenario. In scenarios 1 and 2,
s1(t) and s2(t) are properly phase-shifted in order to maximize the AIR.1

Scenario 3. As in the first scenario, s1(t) is for “User 1” and s2(t) for “User 2”.
We use two transponders to implement the Alamouti space-time block code: the two
transponders for beams 1 and 2 first transmit s1(t) and s2(t) and then −s∗2(t) and
s∗1(t), respectively. At the receiver side of “User 1”, after a proper processing, the
interference caused by signal 2 is removed and a SUD can be employed.

4.2 Information-theoretic Analysis

In this section, we describe how to compute the AIR related to “User 1” assuming the
previously described transmission models. This analysis gives us the ultimate perfor-
mance limits of the considered satellite system, which will be used as a benchmark
for the performance of practical coded schemes.

We start by considering scenario 1, and describe how to compute the AIR of
“User 1” assuming the MUD×2 receiver. The same technique can be used to compute
the AIR related to “User 2” and straightforwardly extends to the case of MUD for
more than two users. The channel model assumed by the receiver is

y = x1 + γx2 +w , (4.2)

where xi is the M(i)-ary complex-valued symbol sent over the i-th beam and w collects
the thermal noise, with power N, and the remaining interferers that the receiver is
not able to cope with. Symbols x1 and x2 are mutually independent and distributed
according to their probability mass function P(xi). They are also properly normalized
such that E

[
|xi|2

]
= P, where P is the transmitted power per user. The parameter γ

is complex-valued and models the power unbalance and the phase shift between the

1We assume that the signals are modulated by using the same frequency.
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two signals. The random variable w is assumed complex and Gaussian. We point
out that this is an approximation exploited only by the receiver, while in the actual
channel the interference is clearly generated as in (4.1). The MUD×2 receiver has a
computational complexity which is proportional to the product M(1)M(2) [78].

We are interested here in the computation of the maximum achievable rate R1 for
“User 1” when “User 2” adopts a fixed rate R2, and the MUD×2 is employed. Rates
are defined as Ri = r(i) log2

(
M(i)

)
, where r(i) is the rate of the adopted binary code.

The rates of the other U − 2 interferers do not condition our results because, at the
receiver, they are treated just as noise. This problem is quite different with respect to
the case of the MAC, discussed in [66] and analyzed in Chapter 3, where both rates
(R1,R2) are jointly selected. In fact, here the rate R2 is fixed and the data of “User 2”
can be discarded after detection.

The AIR for “User 1”, in the considered scenario, is given by Theorem 1, whose
proof is based on the following two lemmas. An alternative proof can be found
in [88]. The first one defines the maximum rate IA achievable by “User 1” when
“User 2” can be perfectly decoded.

Lemma 1. For a fixed rate R2, the rate

IA =


I(x1;y|x2) if R2 ≤ I(x2;y)

I(x1,x2;y)−R2 if I(x2;y)< R2 ≤ I(x2;y|x1)

0 if R2 > I(x2;y|x1)

is achievable by “User 1” and is not a continuous function of P/N. Namely, a cut-off
SNRc exists such that IA = 0 for P/N ≤ SNRc and IA > 0 for P/N > SNRc with a
discontinuity.

Proof. In [66], it is shown that the achievable region for the MAC is given by the
region of points (R1,R2) such that

R1 ≤ I(x1;y|x2), I1 (4.3)

R2 ≤ I(x2;y|x1), I2 (4.4)

R1 +R2 ≤ I(x1,x2;y), IJ , (4.5)
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Figure 4.2: Example of MAC capacity region.

where we have adopted the same notation as in Chapter 3. An example of such a re-
gion is shown in Figure 4.2. If R2 is constrained to a given value, we derive from (4.3)
and (4.5) that

R1 ≤min{I(x1;y|x2), I(x1,x2;y)−R2}

when R2 ≤ I(x2;y|x1). The first term is lower when

R2 ≤ I(x1,x2;y)− I(x1;y|x2) = I(x2;y) .

Thus, IA is an achievable rate for “User 1”.

We now prove that IA has a cut-off rate. Since, I(x2;y|x1) is a non-decreasing
function of P/N [74], there exists SNRc such that I(x2;y|x1) = R2, and hence

IA(SNRc) = 0 .

On the other hand, for a small ε > 0, it holds R2 = I(x2;y|x1)− δ where δ > 0. It
follows that I(x1;y|x2)> I(x1,x2;y)−R2. Thus

IA(SNRc + ε) = I(x1,x2;y)−R2 > I(x1;y)> 0

for ε → 0+.
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Discussion. The proof of the lemma can be done graphically by considering the
intersection of the achievable region with a horizontal line at height R2.

When R2 > I(x2;y|x1) clearly the rate of “User 2” cannot be achieved. However,
we also have to account for this case, and therefore we also consider the achievable
rate I(x1;y), which is the relevant rate when “User 2” is just considered as interfer-
ence. In this case, the receiver exploits the statistical knowledge of the signal s2(t) but
does not attempt to recover the relevant information. Particularly, the receiver does
not include the decoder for “User 2”.

Lemma 2. The rate IS(P/N) = I(x1;y) as a function of P/N is always greater than
0 and satisfies

IS(SNRc) = lim
ε→0+

IA(SNRc + ε)

IS(SNRc +δ )< IA(SNRc +δ )

for any δ > 0.

Proof. The proof is straightforward. It can be done by observing that I(x1;y) ≤
I(x1;y|x2) and that I(x1;y)≤ I(x1,x2;y).

The computation of the AIRs I(x1;y|x2), I(x2;y|x1), I(x1,x2;y), I(x1;y) can be
performed by using the achievable lower bound based on mismatched detection [7].
Having defined IA and IS as the maximum rates achievable by “User 1” when the other
user can be perfectly decoded, or not, we can now compute the AIR for “User 1” by
means of the following theorem.

Theorem 1. The AIR for a single user on the two users MAC, for a fixed rate R2, is
given by

R1 ≤max{IS, IA} , (4.6)

and is a continuous function of P/N.

Proof. Proof made by means of the Lemmas. In fact, IA and IS are the maximum rates
achievable by “User 1” when “User 2” can be perfectly decoded, or not, respectively.
An alternative graphical proof can be derived from Figure 4.3, which plots the rate
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Figure 4.3: Graphical proof of Theorem 1.

achievable by “User 1” as a function of R2, for a generic fixed value of P/N. We
clearly see that inequality (4.6) is satisfied.

Example 1. For Gaussian symbols and U = 2, we obtain that

R1 ≤


G
( P

N

)
if R2 ≤ G

(
Pγ2

N+P

)
G
(

P(1+γ2)
N

)
−R2 if G

(
Pγ2

N+P

)
< R2 ≤ G

(
Pγ2

N

)
G
(

P
N+Pγ2

)
if R2 > G

(
Pγ2

N

)
,

where G(x) = log2(1+ x). All curves are shown in Figure 4.4, for the case of |γ| =
0.79, R2 = 1/2, and the overall bound is given by the red curve. We can see from the
figure that this bound is clearly continuous.

When a SUD is employed at the terminal, the theoretic analysis can be based on
the following discrete-time model

y = x1 +w ,

where w includes the thermal noise and the interferers that the receiver ignores. As
known, the complexity of the SUD is much lower than that of the multiuser receiver,
and is proportional to M(1). The computation of the AIR I(x1;y) is again based on
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Figure 4.4: Maximum rate achievable by “User 1”, for U = 2, Gaussian symbols, and
R2 = 1/2.

mismatched detection [7] and allows us to select the maximum rate for “User 1”
when the co-channel interference is not accounted for.

We now consider scenario 2 and, without loss of generality, we consider the
fraction α of time when both signals s1(t) and s2(t) are used to send information to
“User 1”. The receiver is based on the channel model (4.2), but now the rate of signal
s2(t) is not fixed. Since s1(t) and s2(t) are independent, we are exactly in the case
of the MAC and, by properly selecting the rates of the two signals, any point of the
capacity region can be achieved [66]. Clearly, we are interested in selecting the two
rates in such a way that the sum-rate I(x1,x2;y) is maximized.

In scenario 3, the two observed signals for the Alamouti processing at the termi-
nal of “User 1” are

yA,1 = x1 + γx2 +wA,1

yA,2 =−x∗2 + γx∗1 +wA,2

where wA,1,wA,2 are independent Gaussian random variables with power N. After the
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receiver processing [60], the observable for detection is

ỹA,i =
√

1+ |γ|2xi + w̃A,i i = 1,2 , (4.7)

and is still a sufficient statistic for detection. The information carried by ỹA,2 is dis-
carded and the AIR for “User 1” is that of an interference free channel with SNR
(1+ |γ|2)P/N, divided by 2 to take into account the two consecutive transmission
intervals necessary.

4.3 EXIT Chart Analysis

In this section, we analyze the convergence behavior of the schemes based on mul-
tiuser detection by means of an EXIT chart analysis [87]. The aim is to evaluate the
convergence behavior of joint detection/decoding schemes in scenario 1 and sce-
nario 2, and to design novel practical schemes with performance close to the theo-
retical limits.

In the following description, we assume the presence of only two independent
signals, those processed by the receiver of “User 1”, but the results in Section 4.4
will be generated according to the general model (4.1). Each transmitted signal is
obtained through a concatenation of a code with a modulator through a bit interleaver.
The information data bi of signal i is encoded by the encoder Ci with rate r(i) into
the codeword vi, which is interleaved and mapped through a modulator Mi onto a
sequence of M(i)-ary symbols xi. Here, the channel model is the vectorial extension
of the model (4.2), which allows us to consider sequences of symbols.

The joint detection/decoding scheme consists of a multiuser detection module
M−1

MU, and two a posteriori probability decoders C−1
1 and C−1

2 matched to the en-
coders C1 and C2 of the two transponders. The described system is reported in Fig-
ure 4.5.

The SISO MUD exchanges soft information with the two decoders C−1
1 and C−1

2 ,
in an iterative fashion. More generally, the detector and the decoders can also be com-
posed by SISO blocks. In this chapter, we focus on LDPC codes, whose decoder is
composed of sets of variable and check nodes (the variable-node decoder (VND) and
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Figure 4.5: Block diagram of the considered system.

check-node decoder (CND)). Iterative decoding is performed by passing messages
between variable and check nodes. We distinguish between local iterations, within
each LDPC decoder, and global iterations, between the MUD and the two decoders.
A global iteration consists of a single local iteration of decoders C−1

1 and C−1
2 and a

single activation of the detector M−1
MU. Accordingly, the iterative decoding process

can then be tracked using a multi-dimensional EXIT chart. Alternatively, the EXIT
functions of the constituent decoders and of the MUD can be properly combined and
projected into a two-dimensional chart [89]. Similar to a system composed by only
two SISO blocks, the convergence threshold of our system can be visualized as a
tunnel between the two curves in the projected EXIT chart.

Let I
ECivi

denote the extrinsic mutual information (MI) generated by decoder C−1
i

of user i on codeword vi at the output of Ci. Also, let I
E
MMU
vi

be the extrinsic MI
generated by the MUD on codeword vi (more precisely on its interleaved version).
Correspondingly, denote by I

ACivi
and I

A
MMU
vi

the a priori MI at the input of decoder

C−1
i and ofM−1

MU, respectively. I
ECivi

is a function of I
ACivi

, while I
E
MMU
vi

is a function of

I
A
MMU
vi

, for i = 1,2, of the channel SNR P/N, and of the channel gain γ:

I
ECivi

= T Ci

(
I
ACivi

)
,

I
E
MMU
vi

= TMMU

(
I
A
MMU
v1

, I
A
MMU
v2

,P/N,γ

)
.

(4.8)

Notice that I
ACivi

= I
E
MMU
vi

and I
A
MMU
vi

= I
ECivi

. The EXIT functions in (4.8) can be com-
puted by Monte Carlo simulations of the individual component blocks using a Gaus-
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sian approximation of the related a priori values. We combine now the EXIT func-
tions of encoder 2 and of the MUD in a single EXIT function, which we denote

by I
ECHv1

= T CH

(
I
ACHv1

,P/N,γ

)
, where I

ACHv1
= I

EC1v1
. Now, the iterative process can be

tracked by displaying in a single plot the EXIT function of “User 1”, I
EC1v1

, and the
EXIT function I

ECHv1
. I

ECHv1
can be computed for all values 0 ≤ I

ACHv1
≤ 1 by activating

the decoder C−1
2 andM−1

MU until I
ECHv1

has converged to a fixed value.

Clearly, the performance of this multiple concatenated system depends on the
schedule of activation of the component blocks. On the other hand, in [89] it is shown
that the limit behavior is independent of the activation schedule, provided that the
EXIT functions of the constituent SISO blocks are monotonically nondecreasing,
which is the case of any useful code and detector, and the blocks are activated until
no further gain is possible.

The system in Figure 4.5 can represent both scenario 1 and scenario 2. We recall
that, in the first scenario, the information to recover is conveyed by signal 1 only,
while the rate of the other signal is fixed. Our design will be thus aimed at finding
a good code C1, while the code for the other signal cannot be changed and will be
chosen among those foreseen by the DVB-S2 standard [35]. In the case of scenario 2,
the scheme in Figure 4.5 is representative of the fraction of time in which both signals
are carrying information for “User 1”. In this case, we assume to have the freedom to
choose the code of the two signals and also to apply a joint bit mapping, as we will
see in Section 4.4.2. Moreover, if we assume that |γ| = 1, the convergence analysis
strongly simplifies, since it is reasonable to assume that the two transponders employ
the same code and modulation format. In this special case, we have that I

EC1v1
= I

EC2v2
and the EXIT chart can be directly visualized in two dimensions, by plotting the MI
curve of the MUD and of the decoder.

4.4 Numerical Results

We assume as reference system the DVB-S2 standard [35]. We choose an aggressive
frequency reuse, to generate a high co-channel interference, and consider 6 users,
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Case λ2 λ3 λ4 λ5 λ6

1 0 dB 25 dB 25 dB 27 dB 30 dB

2 2 dB 26 dB 26 dB 27 dB 30 dB

3 4 dB 27 dB 26 dB 27 dB 30 dB

Table 4.1: Power profiles for the considered simulations, corresponding to a two-color
frequency reuse.

which are located close to the edge of the coverage area of the reference beam. To
identify the users’ power profile, we define the signal-to-interference power ratio as

λi = |γ1|2/|γi|2 ,

and consider three realistic cases which have a different power profile, listed in Ta-
ble 4.1. These distributions are typical of the forward link of a multibeam broadband
satellite system with two-color frequency reuse.

For the first two scenarios, we assume that “User 1” adopts a QPSK modulation,
therefore the signal with i = 1 in scenario 1, and signals 1 and 2 in scenario 2 use
a QPSK. “User 1”, in scenario 3, adopts a 16APSK modulation so that we have the
same receiver complexity as in scenario 2. In the case of scenario 1, the performance
is heavily affected by the rate of “User 2”: in order to fix the rate of signal 2, we
consider the MODCODs distribution shown in Figure 4.6. The other signals adopt
the following modulation formats in all scenarios: 8PSK for signals with i = 3,4
and 6, and 16APSK for the signal with i = 5. In the case of scenario 2, α = 0.5 is
assumed.

Figures 4.7–4.9 show the AIR, measured in bit per channel use, of “User 1”
as a function of P/N, for the three considered interference patterns. In the case of
scenario 1, we evaluate both the AIR achievable by a SUD and that achievable by
the MUD×2 algorithm, and the reported curves are obtained by computing the AIRs
when “User 2” adopts the MODCODs in Figure 4.6, and then averaging according to
their distribution.

Our results show that we cannot identify the strategy which universally achieves
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Figure 4.6: Typical MODCODs distribution.
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Figure 4.10: Information rate of “User 1” when it is located at the center of the beam.

the best performance. In particular, the figures show that “User 1” has the best AIR
in scenario 2 and scenario 3 in the first case, where the interference of the second
signal is very strong, while in the third case it has higher AIR in scenario 1 for low-to-
medium SNR values. In the second case the three strategies offer similar performance
when the MUD is applied in scenario 1. As expected, in scenario 1 the adoption of
the MUD gives the best results with respect to the SUD, at the price of an increased
complexity. In case 3, the SUD gives very good AIRs, and hence it is the best choice
to compromise between complexity and performance for a large SNR range.

It is worth noting that, while all the proposed strategies are very effective when
“User 1” is close to the edge of the beam, this is not always true if the user is located
at the center of the beam. In Figure 4.10, we report the AIR in a case in which the
power of the signal s2(t) tends to 0: the best strategy is the classical one, and the AIR
in the case of scenario 2 is highly degraded since half of the data for “User 1” cannot
be recovered. This fact calls for a performance evaluation at system level.

We now consider practical MODCODs based on multiuser detection and the
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Alamouti precoder and we focus on the gap between practical and theoretical per-
formance. In the following, we will not consider the SUD of scenario 1. As shown
by the information theoretic analysis, it is not easy to compare the three scenarios,
since the best strategy depends on the power profile of the interfering signals, the
rates of the signals, and the SNR. Figure 4.11 shows the AIR in case 1. In scenario 1,
the AIR curve is no more the average AIR with respect to the distribution 4.6, but the
signal s2(t) is assumed to adopt an 8PSK. We first consider MODCODs based on the
LDPC codes with rates 1/2 and 3/42, with length 64800 bits, of the DVB-S2 standard,
with the corresponding interleavers. In scenario 1, we use the rate 3/4 LDPC code for
signal s2(t), in order to simulate the most probable MODCOD according to the dis-
tribution in Figure 4.6. In the first two scenarios, we consider iterative detection and
decoding and allow a maximum of 50 global iterations. The BER results have been
computed by means of Monte Carlo simulations and are reported in the AIR plane
in Figure 4.11 using, as reference, a BER of 10−4. These results show that schemes
based on the Alamouti precoding and the codes of the standard have good perfor-
mance, being the loss with respect to the corresponding AIR curve around 1 dB. This
is because only single-user operations are performed. On the contrary, the loss of
practical MODCODs with respect to the AIR limits is high for both scenarios 1 and
2, being about 2 and 4 dB at IR = 1 and 1.5 bit/ch. use, respectively.

In the following sections, we will try to reduce this loss by redesigning the code of
“User 1”. Furthermore, we will adopt the joint bit mapping proposed in Section 3.8 in
scenario 2, where we have greater design freedom since both signals are for “User 1”.
Our design approach is based on EXIT charts: this tool is able to point out the limits
of the DVB-S2 based MODCODs and provides very useful insights on the code and
mapper design. We will limit the analysis to case 1, but the same tools can be applied
to the other power profiles.

2The adoption of these two code rates for “User 1” corresponds to AIR 1 and 1.5 bit/ch. use, respec-
tively.
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4.4.1 LDPC Design for Iterative Detection/Decoding

Figure 4.12 shows the EXIT chart for scenario 2 in case 1. The MI curve of the
MUD has been obtained for P/N = 3 dB, while the considered codes have rate 1/2.
Let us first focus on the MI curve of the LDPC code of the DVB-S2 standard. As
already pointed out in Section 3.8, the EXIT chart analysis reveals that the DVB-S2
codes do not fit the detector, which means that codes which have been designed for
systems employing single-user detection, are not the best choice for the considered
MUD schemes. The EXIT chart of scenario 1 has similar features. This observation
pushes us towards the redesign of the LDPC code.

The EXIT chart analysis clearly suggests that, in our scenario, we need an LDPC
code that is more powerful at the beginning of the iterative process, to have a bet-
ter curve matching between detector and decoder. This is not surprising since, in
interference-limited channels, a SISO detector is effectively able to mitigate the in-
terference when the information coming from the decoders is somehow reliable. In
other words, we mainly need a good head start. We adopt the heuristic technique for
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Scen. Rate VND distribution CND distribution

1 1/2 2 (60%) 3 (31.4%) 10 (8.6%) 6 (100%)

2 1/2 2 (60%) 3 (36.5%) 20 (3.5%) 6 (100%)

1 3/4 2 (80%) 3 (18.3%) 50 (1.7%) 12 (100%)

2 3/4 2 (70%) 3 (28.5%) 50 (1.5%) 12 (100%)

Table 4.2: Details of designed LDPC codes.

the optimization of the degree distribution of the LDPC variable and check nodes pro-
posed in [81]. This method consists of a curve fitting on EXIT charts. We optimize
the VND and CND distribution, limiting for simplicity our optimization procedure
to codes with uniform check node distribution and only three different variable node
degrees. The EXIT curve of the new LDPC is shown in Figure 4.12.

Using this approach, for each scenario we could design a rate 1/2 and a rate 3/4
LDPC code, whose parameters are summarized in Table 4.2. The codes of length
64800 are then obtained by using the PEG algorithm [90] and the performance is
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Scen. Rate AIR th. DVB Code (gap) New Code (gap) New Map. (gap)

1 1/2 6.3 dB 8.15 dB (1.85) 7.4 dB (1.1)

2 1/2 1.95 dB 4.1 dB (2.15) 3.05 dB (1.1) 2.75 dB (0.8)

1 3/4 9.45 dB 13.3 dB (3.85) 11.75 dB (1.55)

2 3/4 6.25 dB 9.75 dB (3.5) 7.9 dB (1.65) 6.95 dB (0.7)

Table 4.3: BER convergence thresholds for the proposed solutions.

reported in Table 4.3. For scenario 2 we have used two different codes, but with the
same degree distribution, for the two signals in order to increase the diversity between
them.

4.4.2 Joint Bit Mapping for Scenario 2

After the observation of the poor match between the curves in the EXIT chart, in
Section 4.4.1 we have seen how to improve the threshold by properly changing the
code. Here, instead, we propose an alternative approach which is focused on the
MI curve of the detector. In particular, we apply the joint bit mapping proposed in
Section 3.8 to the two signals in scenario 2. As mentioned, this cooperative approach
works exceptionally well in conjunction with the DVB-S2 codes. The idea behind
this solution comes from the fact that transmitting a single signal with Gray mapping
gives rise to a practically horizontal EXIT curve for the detector [58], that is exactly
what we need if we want to use the codes of the standard. Indeed, the EXIT curve of
the MUD with joint mapping has much smaller slope than that related to the classical
mapping, as shown in Figure 4.12. We recall that the adopted joint constellations and
mapping are those shown in Figures 3.23 and 3.24.

Table 4.3 summarizes the BER results, at AIR 1 and 1.5 bit/channel use, in terms
of convergence threshold, defined as the P/N corresponding to a BER of 10−4. We
also report the AIR limit in P/N obtained through the information-theoretic analysis.
The results show that the gap between the theoretical and the convergence thresholds
can be reduced thanks to the new LDPC codes and the joint bit mapping.
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4.5 Conclusions

In this chapter, we have considered the forward link of a multibeam satellite system,
where a MUD is employed to increase the achievable rates in the presence of strong
co-channel interference. We have shown that multiuser detection can considerably
increase the achievable rate at the cost of a higher computational complexity.

Furthermore, we have considered two alternative transmission strategies, where
the signals from two beams serve two users in a TDM way or employing the Alam-
outi space-time block code. We have shown that these approaches are effective when
the co-channel interference is very strong. The conclusive picture is complex, since
our results demonstrate that a transmission/detection strategy which is universally
superior to the others does not exist, but the performance depends on several factors,
such as the SNR, the users’ power profile, and the rate of the strongest interferer.
This fact outlines the importance of the proposed analysis framework, which allows
to avoid computationally intensive simulations.

Finally, we have analyzed the performance of coded schemes employing joint
multiuser detection/decoding, and showed that the theoretical bounds can be ap-
proached thanks to the redesign of the code and/or of the bit mapping.



Chapter 5

Spectral Efficiency Improvements
of Earth Observation Links

This chapter investigates the possible improvements of the ASE in Earth observa-
tion (EO) links by applying some advanced techniques at the transmitter and at the
receiver. We will analyze two different scenarios, with one and two channels, respec-
tively. For both scenarios, we will perform an optimization of the symbol rate and
apply techniques such as TFP at the transmitter and more sophisticated detectors at
the receiver. Section 5.1 deals with the single channel scenario, while Section 5.2
presents the scenario with two channels. Finally, Section 5.3 concludes the chapter.

5.1 Single Channel Scenario

The first scenario analyzed in this chapter is that depicted in Figure 5.1. The informa-
tion bits to be transmitted to Earth are mapped on K symbols of an M−ary zero-mean
complex constellation to generate the sequence {xk}K−1

k=0 . We can express the complex
envelope of the transmitted signal as

x(t) =
K−1

∑
k=0

xk p(t− kTs) ,
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w(t)

MOD HPA OMUX

Satellite

s(t) r(t)x(t) z(t)

Figure 5.1: Block diagram of the transmitter for the single channel scenario.

where the shaping pulse p(t) is an RRC pulse with roll-off factor α = 0.35 and Ts is
the symbol interval. The HPA AM/AM and AM/PM characteristics are those foreseen
by the DVB-S2 standard [35] and reported in Figure 2.2, while the OMUX filter is
a 5-th order elliptic filter [91] with a ripple of 0.1 dB, passband Bp = 600 MHz and
stopband Bs = 750 MHz. The amplitude response of the adopted filter is shown in
Figure 5.2. The reference system operates with a symbol rate Rs = 500 Mbaud and
allows the use of the static DPD described in [57] to help compensating the nonlinear
distortions introduced by the HPA. The received signal is then affected by an AWGN
process, whose low-pass equivalent w(t) has power spectral density N0. The received
signal has expression

r(t) = s(t)+w(t) ,

where s(t) is the signal at the output of the transponder.

At the receiver, for the reference scenario, we will adopt the FS-MMSE equalizer
described in Section 2.3, followed by a symbol-by-symbol detector. As already done
in previous chapters, we will use, as a figure of merit, the ASE of the system, defined
as

ASE =
IR

TsBp
[bit/s/Hz],

where IR is the maximum AIR of the channel.

5.1.1 Optimization of the Reference Architecture

For the optimization of this reference system, we consider the application of advanced
techniques at both the transmitter and receiver sides. The analyzed solutions are sim-
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Figure 5.2: Adopted OMUX filter for the single channel EO scenario.

ilar to those applied in Chapter 2, and they can be summarized as follows. The reader
can refer to Chapter 2 for a more detailed characterization of the different techniques.

The optimization of the symbol rate and of the signal bandwidth. The symbol rate
and the roll-off factor of the pulse p(t) can be jointly optimized to find the best setting
for a fixed bandwidth of the OMUX filter. Hence, we will consider the adoption of
lower roll-off values and an increased symbol rate.

The application of the time packing technique. The symbol interval can be de-
creased to improve the ASE. We can define the symbol interval as Ts = τT , where T
is half of the main lobe duration of p(t) and τ ≤ 1 is the time packing factor, which
will be properly selected to maximize the efficiency of the system.

The use of a more sophisticated receiver. The increased ISI introduced by the two
previously mentioned techniques can be more effectively coped with by adopting a
more sophisticated detector, able to take into account part of the channel memory.
We will then adopt the adaptive CS receiver described in Section 2.3, which consists
of an FS equalizer, an adaptive CS filter and a BCJR detector. When the channel
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memory at the detector is set to L = 0, this scheme is equivalent to the FS-MMSE of
the reference scenario.

The use of more advanced predistortion algorithms. In a scenario like the DVB-
S2 model, the information is generated on Earth and transmitted through a satellite
channel. In this EO scenario, instead, data is generated directly on the satellite. This
fact allows us to use a signal predistorter (SPD) instead of a DPD. SPDs have been
widely studied in the literature [92–94] due to their ability to work on the samples
of the continuous time signal rather than on the transmitted symbols. However, their
use in a conventional DVB-S2 scenario is not feasible: in fact, an SPD usually tries
to invert the nonlinearity introduced by the HPA. The presence of an IMUX filter
between the SPD and the HPA does not allow an effective compensation of the non-
linear effects. In this EO scenario, however, there is no need for the IMUX filter, so
the use of an SPD is a promising solution.

The block diagram of the SPD we propose in this chapter is shown in Figure 5.3.
We model the signal at the output of the SPD, as also done in [93], as

v(t) =
S

∑
s=0

gsx(t)|x(t)|2s , (5.1)

that is, as a memoryless Volterra series taking into account odd order terms only. The
complex coefficients g = {gs}S

s=0 in (5.1) are selected to minimize the MSE between
the transmitted signal x(t) and the signal at the output of the HPA, z(t):

g = argmin
CS+1

E
[
|z(t)− x(t)|2

]
. (5.2)

The block “SPD computation” in Figure 5.3 performs the minimization (5.2) through
the algorithm described in [95] and included in the nonlinear optimization pack-
age [96].

5.1.2 Numerical Results

We adopt the classical constellations used in satellite communications, from QPSK
to 64APSK, optimizing the IBO for every case. Figure 5.4 shows the ASE of the sys-
tem with an optimized symbol rate, in comparison with the reference scenario. The
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Figure 5.3: Block diagram of the proposed SPD.

roll-off factor is set to α = 0.35 for all curves. We also compare the performance of
the static DPD of [57] with the SPD proposed in the previous section, with S = 2
(that is, modeled as a fifth order nonlinearity), for increasing values of the memory
considered at the receiver, L = 0,1. The details on the symbol rate for the curves
of Figure 5.4 are reported in Table 5.1. We can notice that the performance of the
two predistortion algorithms is similar, both in terms of ASE and maximum allowed
symbol rate, especially in the medium-low SNR range. We also notice that, in this
range, increasing the complexity of the detector can provide only very limited advan-
tages. More relevant differences arise in the high SNR region, where the DPD and
the detector with L = 1 grant the highest ASE. In all cases, however, the gains over
the reference scenario are significant. We also mention that we have performed the
same analysis by using reduced roll-off values, namely 0.2 and 0.1, but the results do
not improve with respect to the reference value of 0.35. For this reason, we will not
apply roll-offs other than 0.35 in the rest of the chapter.

We next consider the application of time packing. For this analysis, only the DPD
has been applied, but similar results can be expected for the SPD. Figure 5.5 shows
the ASE for QPSK and 8PSK when the value of τ has been optimized. The memory
of the BCJR has been set to L = 4, which, we found, is practically optimal for this
scenario. Both curves have been computed starting from the reference symbol rate
Rs = 500 Mbaud. We see that, although the symbol time is optimized, time packing
cannot reach the same performance as transmission with orthogonal signaling with
increased symbol rate. In fact, Figure 5.5 also reports the ASE of 8PSK and 16APSK
with optimized symbol rates. The latter curves achieve higher values of ASE with a
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Psat/N [dB]
DPD SPD

L = 0 L = 1 L = 0 L = 1
M Rs M Rs M Rs M Rs

-10 8 500 8 500 4 550 4 550

-5 8 550 8 550 4 500 4 500

0 8 600 8 600 8 600 8 600

5 8 650 8 650 8 650 8 650

10 16 650 16 650 16 650 16 650

15 32 650 16 850 32 650 16 850

20 64 650 32 800 32 650 16 850

25 64 650 64 800 64 650 32 850

Table 5.1: Optimized symbol rate Rs (in Mbaud) for the curves in Figure 5.4.

much lower complexity, relying only on a symbol-by-symbol detector, with L = 0.
This result is somewhat expected, as it is in line with that obtained for a DVB-S2
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Figure 5.5: ASE for the single channel scenario and time packing.

scenario, discussed in Chapter 2. Hence, time packing will not be considered anymore
for EO scenarios.

5.2 Two Channels Scenario

In this section, we extend the investigation to a system using two transponders on the
same satellite. The block diagram of the transmitter, in this case, is a direct extension
of that considered in the single channel scenario, and it is shown in Figure 5.6. The
two HPAs and OMUX filters are identical, and they have the same characteristics as
those of the previous section. The reference architecture still has the same transmis-
sion parameters, namely symbol rate Rs = 500 Mbaud and RRC pulses with roll-off
α = 0.35. Moreover, for the reference scenario, we will consider the two channels to
be spaced in frequency by F = 750 MHz. This value ensures that the passbands of
the two OMUX filters do not overlap with each other, leaving an appropriate guard
band between the two channels. The receiver will adopt two FS-MMSE equalizers
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Figure 5.6: Block diagram of the transmitter for the two channels scenario.

followed by two SUDs, as already done in the single channel reference scenario.
To compute the ASE of this system, a bandwidth definition is required. In order

to define the overall signal bandwidth, we can proceed as follows.

1. Compute the AIR of the system as the sum of the AIRs of the two channels.

2. After the signal are shifted in frequency, insert a filter with the same shape as
the OMUX filters, but with passband Bf large enough to leave the two signals,
and hence the AIR of the system, unchanged.

3. Progressively reduce Bf until a reduction in the AIR is observed.

4. Define the bandwidth of the system as the smallest value of Bf which causes a
reduction of the AIR not greater than 1% with respect to the case without the
filter.

With this procedure we could define the reference bandwidth as Bf = 1320 MHz, and
compute the ASE as

ASE =
IR

TsBf
[bit/s/Hz].

5.2.1 Optimization of the Reference Architecture

Different techniques can be applied to improve the reference scenario. Some of them
are similar to those used in the single channel case, while others take into account
the presence of the second carrier, both at the transmitter and at the receiver sides.
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Some predistortion techniques able to jointly operate on multiple channels have been
proposed in the literature (refer to [97–100] for some examples), but they all assume
to work in a multiple channels per transponder scenario. In our case, each channel
has its own HPA, so we do not believe that said techniques are applicable as they are.
Hence, following from the results in Section 5.1, we will apply only the static DPD
and we will not consider time packing. The applied techniques are the following.

The optimization of the symbol rate. As already done previously, we will increase
the symbol rate to the maximum value allowed by the bandwidth of the OMUX filters.

The application of the frequency packing technique. The central frequency of the
two carriers can be selected, jointly with the symbol rate, to maximize the ASE. In
fact, the presence of a guard band can be exploited to reduce the distance between the
two carriers and increase the symbol rate, thus introducing a certain amount of ICI.

The use of a more sophisticated receiver. To cope with said interference, different
receivers can be adopted. The adaptive CS filters can be followed not only by a SUD,
as in the single channel case, but also by a MUD, which is expected to better handle
the ICI arising from the application of the frequency packing technique, at the price
of an increased complexity of the detection stage. To fully exploit the available band-
width, we will then remove the two OMUX filters at the output of the transponders,
and introduce a single large filter with bandwidth Bf. In this bandwidth, we will allow
the two signals to be as overlapped as possible, and we will adopt both the SUD and
the MUD. The block diagram of the transmitter for this new architecture is shown in
Figure 5.7, where the BPF is a band-pass filter with bandwidth Bf.

The use of the Alamouti space-time block code. As already done in Chapters 3
and 4, we will also consider the Alamouti space-time block code [60] as a convenient
alternative. In this way we can transmit fully overlapped signals and perform only
single-user operations at the receiver. However, due to the processing foreseen by
Alamouti, the same information has to be transmitted twice over two consecutive
signaling intervals.
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Figure 5.7: Evolution of the transmitter for the two channels scenario.

5.2.2 Numerical Results

Figure 5.8 compares the envelope of the ASE for different transceiver schemes, all
considering a memory L = 0 at the detector, with modulations formats ranging from
QPSK to 64APSK. In particular, the curve labeled with OMUX only differs from the
reference in the symbol rate and central frequency of the two channels. We see that
this optimization alone grants significant gains. Further small gains can be achieved
by removing the two OMUX filters and introducing the single filter with bandwidth
Bf (no OMUX curves). In this case, the SUD and the MUD have practically the same
performance; this fact is not surprising, since they both perform symbol-by-symbol
detection. Finally, the Alamouti scheme can outperform all other alternative tech-
niques.

We then increased the memory considered at the detector. We point out that this
investigation has been carried out only for the schemes without the two inner OMUX
filters. This is because the increased ICI that arises when the filters are removed needs
a higher complexity detector to be coped with. The resulting ASE curves are shown
in Figure 5.9. If we compare them with the corresponding curves in Figure 5.8, we
see that the SUD and the Alamouti schemes have only small benefits with respect to
symbol-by-symbol detection, and only in the high SNR range. On the other hand, the
gains of the MUD are very significant, even more if we consider that the curve with
L = 1 has been obtained, for complexity reasons, only with 8PSK, while all other
curves take into account modulation formats up to 64APSK. The optimized values
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Figure 5.8: ASE for the two channels scenario with L = 0.

of symbol rate Rs and frequency spacing F for the MUD with L = 1 are reported in
Table 5.2. We can notice that this scheme allows the signals to be almost completely
overlapped in the central SNR region, thus increasing the symbol rate to very high
values.
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Figure 5.9: ASE for the two channels scenario with L = 1.

Psat/N [dB] Rs [Mbaud] F [MHz]

-10 572 594

-5 704 528

0 1364 66

5 1408 66

10 1452 0

15 1760 66

20 1760 132

25 1804 198

Table 5.2: Optimized symbol rate and frequency spacing for the MUD with L = 1
and 8PSK.
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5.3 Conclusions

We have analyzed two different scenarios of EO links, with one and two channels,
respectively. We have shown that, in both cases, significant SE gains are possible with
respect to the current configuration through the application of advanced techniques
at the transmitter and at the receiver. In particular, we have optimized the symbol
rate and introduced more sophisticated detection algorithms. For the scenario with
two channels, we have also demonstrated that the application of frequency packing,
coupled with a MUD at the receiver, can achieve an excellent performance when com-
pared with all other techniques. Finally, we have proposed the use of the Alamouti
scheme as a lower complexity alternative to the MUD.





Conclusions

In this thesis, we have considered four different scenarios in the area of satellite com-
munications. For each scenario, we have presented advanced techniques to improve
the spectral efficiency of the transmission.

First of all, we have investigated the optimization of the current standard for
digital video broadcasting. We have derived the optimal symbol rate and signal band-
width, and verified that significant gains over conventional architectures are possible
if the receiver adopts a simple fractionally-spaced equalizer. We have then evaluated
the performance of more sophisticated detection algorithms and optimization tech-
niques, namely time packing and the design of optimized constellations. While time
packing cannot provide gains in this scenario, a properly designed constellation can
give some further advantages. We have verified that the information theoretic results
find a perfect correspondence in the use of the practical codes foreseen by the current
standard and its extension.

In the second scenario, we have studied a network composed of two co-located
satellites for signals broadcasting. We have modeled the system with three differ-
ent models, with increasing complexity, to simulate the real satellite channel. More-
over, we have applied three alternative transmission techniques, namely signals per-
fectly overlapped in frequency, frequency division multiplexing, and the Alamouti
space-time block code. We have verified that the performance of the three approaches
strongly depends on the channel conditions, but we have shown an excellent corre-
spondence between the linear channel with peak power constraint and a more realistic
satellite channel model. This has allowed us to obtain some theoretical results, show-
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ing that, in many cases of interest, the use of a second satellite can give significant
gains over a single satellite system.

We have then considered the application of multiuser detection in a multibeam
satellite system. In particular, we have focused our attention to users which experi-
ence a high interference from adjacent cells. Also in this case, we have compared
three transceiver schemes: a classical multiuser detection approach, a time division
approach in which the beams cooperate to serve each user, and the Alamouti scheme.
We have analyzed the performance in different channel conditions, and verified that
a solution that always outperforms the others does not exist. Finally, we have shown
that classical channel codes, designed for single-user detection, are not suitable for
the multiuser approach. We have then demonstrated that the information theoretic
bounds can be approached by a redesign of the channel code or of the joint bit map-
ping of the symbols.

Finally, we have investigated the possible spectral efficiency gains in an Earth ob-
servation scenario. We have considered two different configurations, when the satel-
lite uses one or two antennas, and applied several transceiver techniques. We have
shown that properly increasing the symbol rate can provide significant advantages
with respect to the reference system. Moreover, for the two channels configuration,
we have compared classical single-user detection, multiuser detection, and the Alam-
outi scheme. We have verified that an optimized scheme using multiuser detection is
the best solution, at the expense of an increased complexity. The Alamouti technique,
on the other hand, provides good performance with a reduced complexity.
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