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Analysis and Comparison of Hot-Potato and 
Single-Buffer Deflection Routing in Very 
High Bit Rate Optical Mesh Networks 
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Abstract-The steady state behavior of regular two-connected 
multihoP networks in uniform traffic under hot-Pobto and a 
simple single-buffer deflection routing technique is analyzed for 
very high bit rate optical applications. Manhattan Street Network 
and ShuffleNet are compared in terms of throughput, delay, 
deflection probability, and hop distribution both analytically and 

network traffic. In a deflection routing network with equal link 
lengths, if the average statistics of the number of hops n are 
known, the packet rate can be obtained by conditioning 
On as 

03 

by simulation. It is analytically verified that this single-buffer P(e)  = E ~ ( e / n ) ~ ( n ) .  (1) 
deflection routing technique recovers in both networks more n=l 
than 6O% of the throughput loss of hot-pohto with respect to For fixed n and fixed link length, the conditional enor rate 
store-and-forward when packets are generated with independent 

the average message length exceeds 20 packets. 
destinations. This gain, however, decreases to below 40% when depends On the 'pecific Optical for 

the network and is a point-to-point communication problem. 
Knowledge of the distribution of the number of hops P(n)  
is then necessary in network design to find the maximum bit 

U L ~ H O P  packet-switching networks with regular two- rate and hence the maximum throughput achievable for a given M connected mesh topologies, such as Manhattan Street Offered load and physicd size Of the network. 
Network (MS) [l] and ShuffleNet (SN) [2], have been pro- This paper the steady state behavior Of two- 
posed for all-optical implementation at very high bit rates [3],  connected mesh networks under deflection routing. The one- 
[4]. While in electronic networks buffering of hopping packets packet analytical appearing in [*], 191 for hot-potato 
at intermediate nodes is commonly used with conventional routing is reviewed and extended to the single-buffer memory 
store-and-forward routing, the Same is not true of all-optical configuration proposed in [6], which is particularly attractive 
networks, where the only fast optical memories avail- for optical implementation. Simulation results are provided to 
able are simple recirculating fiber delay loops which require Confirm the validity of the analytical models and stress the 
optical amplification, thus becoming impractical. Deflection consequences of violating some of the underlying assumptions. 

inate the need of optical amplifiers in the optical memory [6]. SN under various loads, for different network sizes, with no 
dramatic simplification is obtained with hotepotato buffers and with the above mentioned single-buffer memory. 

[71, which is a special of deflection routing where buffers Section I1 reviews deflection routing and summarizes some 
are not provided at all. topological properties of mesh networks whose interplay de- 

In these networks an all-optical path is provided between termines the global network behavior under deflection routing. 
source and destination, without intermediate regeneration of Section 111 describes node Operation and provides a detailed 
the optical signal. Therefore at very high bit rates the propa- analysis of the steady state behavior Of two-connected reg- 
gation distance, proportional to & number of hops taken by a ular mesh networks under both hot-potato and single-buffer 
packet from source to destination, becomes a limiting factor. A deflection routing. 
limit on the distance-bit rate product is imposed by the optical for MS and SN are dis- 

channel if the packet rate has to be kept below a fixed cussed and checked against simulation results. These two 
threshold. Under deflection routing, the number of hops taken are compared for 64 node and 400 node sizes 
by each packet from to destination randomly with and the improvement achievable with single-buffer deflection 

routing with respect to hot-potato is evaluated. The degradation 
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behavior of two-connected networks using deflection routing 
is investigated. Deflection routing [5] is a shortest path routing 
algorithm where buffer overflow is handled without discarding 
packets. 

Assume that a first-in-first-out (FIFO) buffer having Nb 
one-packet memory elements is provided on each output link. 
Routing and buffering proceed as in store-and-forward up to 
the time where one of the two queues overflows. At that 
point the overflowing packet is deflected onto the other queue. 
This is possible since the two queues cannot be completely 
full at the same time, and a single shared output queue 
turns out to be enough [lo]. Deflection routing is thus a 
variation on store-and-forward where no packet loss occurs 
and the queueing delay remains bounded by the number Nb 
of memory elements. A special case of deflection routing is 
when buffering is not provided at all. This routing is called 
hot-potato [7]. 

There are three structural properties whose interplay deter- 
mines the performance of a multihop network under deflection 
routing. These are detailed below. 

1) Diameter: Consider the distance in hops between any pair 
of nodes along a shortest path connecting them. The diameter 
of the network d,,, is defined as the maximum of this distance 
over all node pairs in the network. This number is a good 
indicator of how compact a network is. Starting from a generic 
node, the smallest diameter two-connected network would 
ideally have a binary spanning tree reaching 2i new nodes at 
each level i of the tree. The Shuffle Exchange Network (SX) is 
the smallest-diameter implementable two-connected network, 
where the N = 2nsx nodes are arranged in a single column and 
connected in perfect shuffle, with an alteration of the perfect 
shuffle connection at the first and last node of the column [5]. 
The diameter of SX is d,,, = n s x  = log, N .  This network 
is not perfectly symmetric, i.e., the network configuration, as 
seen from the node's point of view, is not the same for all 
nodes. 

ShuffleNet is a generalization of Shuffle Exchange in which 
the N = n ~ ~ 2 ~ ~ ~  nodes are organized in n S N  columns of 
2nsN nodes each, and each column is connected to the next 
column in perfect shuffle [2]. Unlike SX, SN is a regular 
network, in that all nodes are topologically equivalent. The 
diameter of SN is d,,, = 2nSN - 1 E 21og, N for large 
N .  Therefore SN has asymptotically minimum diameter as N 
increases to infinity. 

Another regular network considered here is the Manhattan 
Street Network, in which the N = nhs nodes, where nMs is 
even, are organized in a toroidal grid of n M s  rows and TAMS 

columns, with alternating directions like the one-way streets 
in Manhattan [ 11. The diameter of MS is [ 1 I] dmax = nMs+1 
if n ~ s / 2  is even, and d,,, = nMs if n ~ s / 2  is odd. Hence 
d,, E a, much greater than the minimum for large N .  

2) Dejection Cost: The maximum increase in path length, 
expressed in number of hops, due to a single deflection is 
called the deflection cost Cdef of a network. This number is 
a good indicator of how much network performance degrades 
under heavy load. In SX, deflections at a node whose distance 
to destination is k hops result in an increase of n s x  - k+l  
hops in path length. Hence Cdef = n s x  = log, N .  In SN 

~ 
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Fig. 1. Percentage of don't care nodes in MS and SN versus network size N .  

all deflections result in an increase of n S N  hops. Therefore 
Cdef E log, N ,  increasing with the network size N like in 
SX. On the contrary, in MS the maximum cost is Cdef = 4 
for every N ,  since it is always possible to "walk around the 
block" and get back to the point where deflection occurred in 
four hops. This is the main reason why the tails of the average 
hop distribution in MS decay much faster than the tails in a 
SN or SX of similar size, as it is shown in Section IV. 

3)  Don't Care Pattem: For a given destination node, any 
other node in the network is don't care if both its output 
links lie on a shortest path to destination. The presence of 
a high percentage of don't care nodes helps keep the number 
of deflections to a low level even at high loads. The percentage 
of don't care nodes DC% in MS and SN is plotted in Fig. 1 
as a function of network size N .  For MS the percentage 
converges oscillating to 50% for large N .  Note that, although 
when n ~ s / 2  is odd the network is more compact, the don't 
care percentage is always higher when n ~ s / 2  is even. For 
SN this percentage tends to 1. The percentage formula for SN 
is DC% = 1 - ( 2 / n s ~ ) ( 1  - 1 / 2 n S N ) ,  and is simply found 
by looking at the regular don't care pattern. Finally, note that 
SX has a negligible number of don't care nodes, and these 
are generated by the alteration of the original perfect shuffle 
connection at the first and last node of the column. Otherwise 
it would have none. 

A fair comparison between these networks is difficult, since 
they exist for distinct sets of number of nodes, whose inter- 
section contains only a few cases. However, many networks 
with number of nodes close to within less than 10% can be 
found and compared. 

MS and SX under deflection routing have already been 
compared in [lo] by simulation for large network sizes. The 
results show that at high loads MS has larger throughput 
than SX when no buffers or only one buffer are provided. 
As the number of buffers is increased, the throughput in SX 
eventually exceeds that in MS as it should, owing to its 
minimum diameter property. This shows that, with one or 
no buffers, the increased number of deflections at high loads 
completely erodes the initial advantage of SX due to its low 
diameter. This is caused by the higher deflection cost and the 
absence of don't care nodes is SX. 
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Fig. 2. 16-node Manhattan Street Network 

MS and SN have been compared in [12] under deflection 
routing for 64 nodes, the only manageable size at which the 
two networks exist exactly for the same number of nodes. 
It has been shown there that even without buffers SN has 
throughput larger than MS at every load. The initial advantage 
in diameter of SN over MS is thus preserved under heavy 
traffic by the high percentage of don’t care nodes. Note that, 
for 64 nodes, the two networks have the same deflection cost 
Cdef = 4 and the same don’t care percentage. 

Now, SN and SX are structurally very similar. However, in 
SX almost every node is cure, and at full load traffic streams 
destined to different recipients are all mixed, and congestion 
quickly builds up. On the contrary, in SN only those nodes 
whose minimum distance from destination is less than nsN 
are care nodes. All other nodes are don’t care. For given 
destination node j, outside the “ball” of radius nsN centered 
around j ,  traffic destined to node j does not interfere with 
routing of other packets. For a growing network size this ball 
is relatively smaller and smaller, and thus even at full load the 
network does not suffer congestion. This structural property 
allows SN to outperform SX when deflection routing with a 
small number of buffers is used. 

Since this work is motivated by very high bit rate optical 
applications of deflection routing, results for a very limited 
number of optical buffers are of interest. For this reason, in 
the next sections only MS and SN will be considered. 

111. NETWORK OPERATION AND STEADY-STATE ANALYSIS 

Consider a two-connected regular mesh network, such as 
the 16 node MS (MS16) shown in Fig. 2. A common clock is 
distributed to all nodes, so that node operations are performed 
in fixed length time slots, and the time axis is discrete. The 
logical structure of the node is shown in Fig. 3. During each 
slot, each node performs the following operations: 

1) Absorption: Incoming packets destined to the node are 
absorbed. It is assumed that reception (RX) can be performed 
on both links at the same time. 

2) Generation: If a new packet is ready for transmission 
(TX), and if after the absorption block at least one of the two 
links is free, the new packet is inserted for transmission. It 
is assumed that only one new packet can be inserted per slot 
at the node. 

4 RX 

Fig. 3. Logical node structure. 

3 )  Routing: Transiting and locally generated packets are 
routed to the output links or possibly buffered when buffering 
is provided in this block. 

Note that the slotted system allows polite access to the 
network. A new packet is not inserted if the input links are 
occupied by transiting packets. This provides an automatic 
form of flow control. 

Assume the network has N nodes, so that the total number 
of links is 2 N .  The steady state behavior will now be analyzed. 
New arrivals at each node are collected in an input buffer, 
waiting to be injected in the network. Arrivals are assumed 
to occur at the same rate and independently at each node. It 
is assumed that at each node the destination of new packets 
is chosen independently of other nodes and independently of 
previously admitted packets, and is drawn from a distribution 
that is uniform on all other nodes. The reasoning behind these 
assumptions is that this destination pattem helps the routing 
algorithm share the load evenly among all links. 

With this traffic homogeneity assumption, the local input 
queues are evenly served. Let g be the probability, equal for 
all nodes, that the node input buffer has at least one queued 
packet per slot. Thus g is the probability that a new packet at 
each node is ready for transmission at every clock. It will be 
referred to as the generation probability per slot. 

Let X be the network throughput, that is the average 
number of packets insertedabsorbed per slot in the network 
at equilibrium. 

Define W as the ratio of the link length to the spatial length 
of a slot, i.e., the number of slots in flight on each link at 
any time. All links are assumed to have the same length, and 
W is assumed to be an integer number, which means that the 
propagation delay on each link is an exact multiple of the slot 
time. In optical links, W is given by 

1 R  
cln M W = ~- M lOR[Gbls]l[km] 

where 1 is the link length, c l n  the light speed in optical fibers 
of refraction index n = 1.5, R is the bit rate and M is 
the packet size, and the numerical value is obtained for the 
asynchronous transfer mode (ATM) packet size of 424 bits. 
In very high bit rate optical networks this ratio W is very 
high and the propagation delay dominates the queueing delay 
at intermediate nodes when W is much larger than the buffer 
size. 

At any clock time the network links contain 2NW slots. 
Let u be the probability that a spatial slot is occupied by a 
packet. By the balanced load assumption, u is the same for 
every slot in the network. 
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Applying Little’s theorem [13] to the whole network, the 
following balance equation is obtained 

2NWu = AD, 

where D, is the average propagation delay in number of slots 
and 2 N W u  the average number of packets in the links at 
any time at equilibrium. If D indicates the average number of 
hops, then D, = W D  and Little’s formula is simply 

2Nu = AD. (2) 

In this analysis the waiting time at the node input queue is 
not treated. The total delay of a packet, once injected in the 
network, is the sum of the propagation delay D, and of the 
queueing delay D, at the routing block. For very high bit rate 
optical networks D, is small compared to D, and can thus 
be neglected. 

The probability of packet absorption per slot on a given 
input link at a node is (3), shown at the bottom of this page, 
where the last equality is obtained from ( 2 ) .  

To get a steady state equation for the slot occupancy 
probability u, the approximation that packet arrivals at the 
two input links at every node are independent events will be 
introduced. This is a reasonable assumption in homogeneous 
traffic. The average number of newly transmitted packets per 
node is obtained as the probability of having a new packet 
times the probability that at least one of the two inputs is free 

A 
N 
- = g [ 1  - 

Equations (2)-(4) yield 

u2(1 - u)”. (4) 

d U 2  + g2( 1 - u)2 - a 
U =  ( 5 )  

Note that even for g = 1 the value of u is less than 1. The 
reason is that two packets per slot can be received, but only 
one new packet can be inserted. 

The expected number of hops D noticeably depends on the 
routing algorithm. For store-and-forward with infinite buffers 
D is a minimum, since packets always take the shortest path to 
destination, and is independent of the link load u. Therefore by 
(2 )  the throughput is a maximum for a given u. However the 
queueing delay D, can diverge to infinity when the network 
approaches saturation, that is, when g tends to 1. For deflection 
routing the queueing delay remains bounded, but packets may 
be deflected to nonoptimal paths and thus D becomes an 
increasing function of u. The throughput is thus lower than 
with store-and-forward. 

9(1 - 

A. Markov Chain Analysis 

The objective now is to find the expected number of hops D 
and the throughput A as a function of the generation probability 
g only. 

To this aim, the trajectory of a test packet destined to a 
reference node and generated uniformly at random among 
all other nodes in the network will be followed [8]. By the 
assumed regularity of the network the choice of the reference 
node is arbitrary and node zero will be chosen. Because of 
the homogeneity of the load, the independence approximation 
and the fact that the routing is memoryless, the random walk 
of the test packet towards node zero can be modeled as a 
homogeneous absorbing Markov chain n( I C ) ,  representing the 
node visited by the test packet at the end of its kth hop. 

For example, the state transition diagram of this chain for 
MS16 is drawn in Fig. 4. The labels on the branches represent 
the transition probabilities. All nodes whose output links are 
both on a shortest path to node zero are don’t care for the 
test packet. The transition probabilities for the test packet at 
a don’t care node are both 1/2. In fact, in the assumption of 
uniform traffic, a care packet entering a node together with 
the test packet will prefer either output with probability 1/2, 
while randomization is applied when this packet is don’t care. 
Care nodes are those nodes at which one output provides a 
shorter path to destination than the other. They are marked 
by bold circles in the figure. At a care node, p is defined 
as the probability that the test packet is deflected, so that 
the transition probability on the preferred branch is (1 -p). 
Since only nonpriority deflection routing in uniform traffic is 
treated, this quantity p is equal at all care nodes. Note that the 
destination node zero is the absorbing state of the chain. 

Let II be the N x N transition matrix whose elements 7rzJ 

represent the probability that the test packet will move to node 
i at its (k+l)th hop, being at node j at its kth hop. Fig. 4 shows 
also the matrix IT relative to the transition diagram. Let p(  k )  
be the state vector at time k ,  whose elements p , ( k )  represent 
the probability that the test packet will arrive at node i at its 
kth hop. Given the distribution p ( k )  at time k ,  the state at 
time k+l  is 

where the notation stresses the dependence of the matrix II 
on p .  The state [l 0 . . . OIT is the solution to which the 
chain converges as k + 03, and in fact it is the eigenvector 
associated with the eigenvalue p = 1 of the Markov matrix II. 

To interpret the information given by the time evolution of 
the state vector, define 

if test packet is at node i at time k 
I d k )  n {:: else. 

Thus { I i ( k ) ;  k = 0,  1 ,  2 , . . . }  is a stochastic process repre- 
senting the passage of the test packet through node i. The 
mean of this process is 

A average number of absorbed packets per input link per slot X/2N 1 
U D  

- -  - - u =  - 
average number of packets per input link per slot (3) 
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rI(P) = 

1 0  0 I - P O  0 0 0 0 0 0 0 1 - P O  0 0 

0 0  0 0 0 1 / 2 0  0 0 0 0 0 0 0 0 0 

0 1 / 2  0 0 0 0 0 0 0 0 0 0 0 0 1 / 2 0  

0 0 1 - p  0 0 0 0 1 - p 0  0 0 0 0 0 0 0 

0 0  0 0 0 1 / 2 0  0 0 0 0 0 0 0 0 0 

0 0  0 0 0 0 1 / 2 0  0 1 / 2 0  0 0 0 0 0 

0 0  p 0 0 0 0  p 0 0 0 0  0 0 0 0  

0 0  0 0 1 / 2 0  0 0 0 0 0 1 1 2  0 0 0 0 

0 0  0 0 1 / 2 0  0 0 0 0 0 1 / 2 0  0 0 0 

0 0  0 0 0 0 0  0 p 0 0 0  0 p 0 0  

0 0  0 0 0 0 1 / 2  0 0 1 / 2 0  0 0 0 0 0 

0 0  0 0 0 0 0 0 0 0 1 / 2 0  0 0 0 1 / 2  

0 0  0 0 0 0 0 0 1 - P O  0 0 0 1 - P O  0 

0 1 / 2 0  0 0 0 0  0 0 0 0 0  0 0 1 / 2 0  

0 0  0 0 0 0 0 0 0 0 1 / 2 0  0 0 0 1 / 2  

0 0  0 p 0 0 0  0 0 0 0 0  p 0 0 0  

(b) 

Fig. 4. (a) State transition diagram. (b) Transition matrix for MS16. 

Now define the random variable V,  as the number of times 
the test packet visits node i in its travel towards node zero 

03 

vi pi@), i = 1, 2 , . .  . , N  - 1. 
k=O 

Note that when the packet arrives at zero, it remains there 
forever, so that Io(lc) is a step function jumping from zero to 
one at the random arrival hop d of the packet. Therefore 

M M -- -- 
C k [ I o ( k )  - I O ( ~  - l)] = CkS(k - d )  = d 
k = l  k = l  

where S(k) is unity at k = 0 and zero otherwise. The random 
variable d represents the total number of hops taken by the 
test packet in its travel. The expected values of these random 
variables have interesting interpretations 

Control Unit 

Fig. 5 .  
fiber delay line memory and S1, S2 are exchange-bypass switches. 

Optical implementation of the routing block with memory. M is the 

m 

EV, = CPi(k) 
k=O 

= average number of times test packet visits node i, 

s1 A s2 
.................. 11 yy] - ] -o l  ................... . I  ., 

0 2  ................... ................... 
- .  , .  

I2 

I1 I2 I] S1 52 I NM 

E DC E DC 

0 2  R - / x  0 1 / 0 2  
E DC - E DC 

0 2  0 1  R x/-  02/01 
0 2  R - 0 2  

E/DC 

E DC 
- 

0 2  
0 2  0 2  

E DC - x 0 2  

M 
I1 
I2 

S1 State of switch S1 
S2 State of switch S2 
NM 

- Bar state 
x Cross state 
R 
- / x  
XI- 

State of the memory before switching 
State of packet at input I1 
State of packet at input 12 

State of the memory after switching 

Random choice between bar and cross states 
State of S2 set equal to state of S1 
State of S2 set opposite to state of S1 

Fig. 6. Truth table of the control unit. 

One more observation. Indicating by DC the set of don’t 
care nodes, the random variable 

2 = 1, 2, ’ ’ ’ - (7) is the total number of times the test packet visits a don’t care 
node in the experiment. Now, d is also the number of times 
that nodes not coinciding with the destination node are visited 
in the experiment 

03 

Ed = Ckbo(k) - Po(k - I)] 
k = l  

A 
= average number of hops of test packet = D. (8) 

From this, po(k) is seen to be the cumulative distribution 
function of the number of hops taken by the test packet. 

N - 1  

d =  CV.. 
i = l  

(9) 



FORGHIERI et ai.: ANALYSIS AND COMPARISON OF HOT-POTATO AND SINGLE-BUFFER DEFLECTION ROUTING 93 

4- 

30 

25 - 
3 20 
s 
8 
4 15 

3 10 

- 
4 

5 

0 
0 0.2 0.4 0.6 0.8 1 

Probability of packet genermon g 

0 0.2 0.4 0.6 0.8 1 
Probability of packet generation g 

(a) 

Probability of packet generation g 

0 0.2 0.4 0.6 0.8 1 
Probability of packet generation g 

(b) 

Fig. 7. 
number of hops. 

(a) Aggregate network throughput in MS and SN. Curves for store-and-forward with infinite buffers are provided as a reference. (b) Average 

Hence the long-run fraction of time the test packet is at a don't 
care node, referred to as the don't care probability Pd,, is 

where the last expression on the right-hand side is the operative 
formula. Since in a homogeneously loaded network the test 
packet is a typical packet, Pdc represents also the probability 
that a packet entering a node together with the test packet is 
in a don't care state. 

Now, it is possible to express the deflection probability 
p as a function of the quantities P & , u ,  and u which all 
depend on p itself through the transition matrix I I ( p ) .  For 
any value of the free parameter g, and initial state vector 
p(0) = [0, 1 / ( N  - 1) , . . - ,  1 / ( N  - 1)IT to preserve load 
balance, it is then possible to solve an implicit equation in 
p, and thus get a curve p(g). From this, the desired curves 
D(g)  and X(g) can be obtained using (8) , (5) ,  and (2). 

The deflection probability p depends on the routing tech- 
nique. Refer to Fig. 3. Define Pc as the probability of having 
a care packet at the input of the routing block together with 
the test packet at an intermediate care node. It is 

since the term in square brackets represents the probability of 
having a packet at the input of the routing block on the link 
left free by the test packet. In fact this event occurs if a packet 
is present at the input link and not absorbed, or is present, 
absorbed, and a new packet is generated, or the input link is 
empty but a new packet is generated. 

In the case of no buffers (hot-potato routing), the royting 
block is a simple crosshar switch. P,/2 is the probability of 
an output conflict, since in homogeneous traffic the competing 
packet will wish the same output as the test packet with 
probability 1/2. Thus the deflection probability is 

where the dependence of P, on p comes through the matrix 
rI(p).  This is the desired implicit equation in p. A different 
approach must be taken to handle the computation of the 
deflection probability at the first step of the chain, where the 
test packet is at its generation node and is trying to access the 
network. This case is treated in detail in the Appendix. 

B. An Optical Single-Buffer Shared Output Memory 

This section will derive the implicit equation for p when 
use is made of the single-buffer optical memory proposed in 
[6] ,  which lends itself to a simple optical implementation. 
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Fig. 8. Link load u versus packet generation probability g. 

Description: The scheme of the routing block in this case is 
shown in Fig. 5. S1 and S2 are two crossbar switches whose 
state is controlled by a control unit and the memory element 
M is a one-packet fiber delay line. This implements a shared 
output memory, since both inputs can access the buffer M 
through switch S1, and the buffer can access either output 
through switch S2. The control unit must know the state of 
both inputs and of the memory, that is, whether they contain 
an empty packet (E), or a don't care packet (DC), or a packet 
wishing to exit on output 1 (Ol), or on output 2 (02). A truth 
table description of the control unit is given in Fig. 6. It is seen 
that the empty (E) and don't care (DC) states are collapsed 
into a single state. This is a simplification with respect to the 
scheme in [6] that drastically reduces the number of entries in 
the table and is justified in very high bit rate applications. 
In fact, it may happen that a don't care packet is stored, 
while an empty packet is let through, but this extra one-slot 
delay on don't care packets is negligible compared to the one- 
hop propagation delay. The simplification has no effect on 
throughput. 

Deflections occur only when a care packet is stored and 
two packets wishing the same output as the stored packet are 
present at the inputs. Therefore, if there is no possible conflict 
between memory and inputs, switch S1 will be set, if possible, 
to store an emptyldon't care packet to avoid a deflection at 
the next time slot. When a deflection pattern occurs, since 
statistically it does not make any difference which of the three 
packets will be deflected, the packet in memory will be given 
priority over the two inputs and will set the output switch S2, 
so that one of the two input packets, chosen at random, will be 

deflected. The only inefficiency of this scheme occurs when 
two nonconflicting care packets are present at the inputs and 
the memory is E/DC, in which case one of the two care packets 
must necessarily be stored, thus increasing the probability of 
a deflection at the next slot. The addition of an extra switch 
to access the fiber loop would solve the problem. However, 
the cost of the extra switch, the increased control complexity, 
and the fact that in this case the power losses experienced by 
buffered and unbuffered packets would differ by several dB's 
make this more complete scheme less attractive for an optical 
implementation. Moreover, the gain in throughput with respect 
to the two-switch configuration can be shown to be less than 
5% at full load. 

Analysis: To find an expression for the deflection proba- 
bility p ,  we begin by noting that even in this case P,/2 is 
the probability of a conflict between the test packet and a 
competing packet at the other input of the routing block. 
Now define P,, as the probability of having a care packet 
in memory at steady state. Pcm/2 is the probability that this 
packet collides with the test packet. If the state of the memory 
is assumed independent of the state of the packets at the input, 
the deflection probability for the test packet can be evaluated as 

since the square bracket indicates the probability of a deflec- 
tion pattern, and a fair coin is tossed to decide which packet 
will be deflected between the two input packets. This is the 
implicit equation in p in this case. Comparing (13) and (12), 
the reduction in deflection probability with respect to the case 
of no buffers is seen to be due to the factor P,,/2. Keeping 
low the probability of having care packets in memory will 
decrease deflections and increase the throughput. 

An explicit expression for P,, can be easily obtained by 
reading off the memory transitions from the truth table in 
Fig. 6. The probabilities of having a 01 packet and 02 packet 
in memory are assumed equal, and their value is Pc,/2. Let 
Pu = u(1 - Pd,) be the probability of having a care packet 
on each input of the routing block. A balance equation on 
the memory occupancy obtained from Fig. 6 gives after some 
algebraic manipulation 

This is seen to be a function of only p and g through u and Pdc. 

IV. RESULTS 

In this section, results obtained with the analytical method 
described in the previous section will be presented for MS 
and SN. These topologies are compared for 64 nodes (MS64 
versus SN64) and for a larger size of about 400 nodes (MS400 
versus SN384) where the percentage size difference is less 
than 5%. All curves will compare hot-potato routing to the 
single-buffer deflection routing technique analyzed in Section 
111-B. Simulations for the uniform traffic case have been run 
for MS64 and SN64 according to the method described in [8] 
to support the analytical results. Simulation results are shown 
with circles for MS and crosses for SN in the figures. 
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Fig. 9. (a) Don't care probability and (b) network deflection probability in hot-potato and single-buffer deflection routing. 

Fig. 7 shows throughput X and expected number of hops D 
versus packet generation probability g. Throughput curves for 
store-and-forward with infinite buffers (shortest path routing) 
are also provided as a reference. These are readily obtained 
from Little's formula ( 2 )  in which the link load u is evaluated 
by (5 )  and the zero-load delay is used. The throughput is higher 
for SN for all values of g and its gain over MS increases for 
larger networks. For instance SN384, although smaller than 
MS400, has much higher aggregate throughput. Note also 
that one buffer is enough to fill a substantial portion of the 
throughput gap between store-and-forward and hot-potato, as 
already shown by simulation in [lo] for MS. The portion of 
the gap at full load recovered by the use of the analyzed single- 
buffer memory is around 60% in all four networks presented. 
Curves in Fig. 7 can be read also versus link load u by using 
relation (5 )  between g and u plotted in Fig. 8. 

To give a better insight of network behavior, Fig. 9 presents 
curves of don't care probability P d c  and network deflection 
probability pnet. The analytical curve P d c  is obtained from 
(lo), while the curve for pnet is obtained as pnet = p (  1 - P d c ) ,  

since p represents the deflection probability at a care node. In 
the simulations, P d c  and pnet are obtained as long-run time 
averages. At every clock cycle t ,  the number of packets after 
absorption and generation at all nodes is denoted as n(t). Let 
n d c ( t )  and n d e f ( t )  be the portion of these packets which are, 

respectively, don't care and deflected at time t. Then 

where K is the total number of clock cycles in the simulation. 
The summations were started after the network had reached 
steady state and the number K of clock cycles after the 
transient was chosen to be 10000. These simulated quantities 
match very well with the respective analytical values for the 
test packet, which confirms that the test packet is actually 
a "typical" packet, and that the network traffic is really 
homogeneous, so that the independence approximation at the 
node is accurate. From Fig. 9 one can note the increase in 
don't care probability in SN with increasing network size due 
to the increased don't care percentage. The values for MS 
remain instead almost unchanged since in MS the don't care 
percentage is approximately 50% for both sizes, as shown in 
Fig. 1. For both MS and SN the effect of adding one buffer 
is to route packets more directly toward their destination, 
thereby reducing the number of don't care visits. Fig. 9 also 
shows that, for 64 nodes, pnet in SN is slightly higher than 
in MS, while for 400 nodes pnet is much lower in SN, due 
to the increase in P d c  observed in the figure. The reduction 
in pnet in both MS and SN using the single-buffer memory is 
remarkable. The reduction is never less than 60% in both MS 
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and MS400 and SN384 (bottom). 

Hop probability distribution at full load in MS64 and SN64 (top) Fig. 11. 
g = 0.05, 0.1, 0.3, 1. Curves at zero load are given as a reference. 

Hop distribution in MS400 and SN384 for generation probability 

and SN, both for 64 and 400 nodes, and is slightly higher for 
MS when the load approaches one. 

The classical average delay and throughput analysis so far 
carried out would indicate a superiority of SN over MS, 
especially for large network sizes, and when buffers are used. 
The probability distribution of the number of hops, however, 
provides more information than its average value does, giving 
more insight of network behavior. This is important when hop 
distribution tails must be taken into account for optimizing net- 
work performance, such as probability of error, as suggested 
by (1). Based on (l), a comparison between MS and SN in an 
ultrafast all-optical network has been presented in [4]. 

Fig. 10 gives the hop distribution curves obtained analyt- 
ically from (6) at full load. The key observation is that SN 
has lower mean, but the tails decay more slowly than in MS, 
both with and without memory. The difference is amplified as 
the network size increases, as seen in the 400 nodes networks. 
This behavior reflects the fact that SN is more compact, hence 
has lower mean, but the cost of each deflection grows higher 
as network size increases, thereby increasing the probability 
in the tails. Fig. 11 shows the effect of increasing load on hop 
distributions. The different behavior of the tails in MS and SN 
as the load increases to 1 can be well appreciated. For fixed 
g the tails always cross, the tails in SN eventually exceeding 

As a final result, simulations for MS64 and SN64 are pre- 
sented to check the effect of correlation between destinations 
of packets generated at the same node, as is the case when 
a message of several packets has to be transmitted to the 
same recipient. In the simulations, the message length Ml was 
chosen as Ml = X + 1, where X is a Poisson random variable. 
Fig. 12 shows throughput and delay curves for SN and MS 
for an average value E(Mi)  = 1, 5, 20. The E(Ml)  = 1 
curves are those already given where no correlation between 
successive packets exists and match the one-packet model 
curves. At correlation values of 5 and 20 the curves relative to 
hot-potato show little degradation with respect to the case of 
no correlation. However, much greater throughput degradation 
is observed for the single-buffer deflection routing curves. 
The important result that a single buffer is enough to get a 
substantial throughput gain over hot-potato was obtained in 
the assumption of uncorrelation among packet destinations. 
The potential 60% gain on throughput gap predicted in the 
absence of correlation can actually decrease to less than 40% in 
the presence of long messages because one buffer only cannot 
efficiently handle successive conflicts arising from streams of 
consecutive packets with the same destination colliding at the 
node. More buffers are required in this case to substantially 
improve network performance. 

those in MS. At very low loads the cross-point is-at very low 
probability and SN behaves better than MS. However, at high 
loads the cross-point is up to high probability and SN has 
much heavier tails. 

V. CONCLUSIONS 

A detailed review has been given of the one-packet model 
used to analyze the steady state behavior of regular multihop 
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Simulation results of aggregate network throughput and average number of hops for MS64 and SN64 for average message length EM1 = 5, 20 

networks in uniform traffic under hot-potato routing and the 
method has been extended to include the analytical treat- 
ment of a single-buffer deflection routing technique which 
is particularly attractive, due to its simplicity, for optical 
implementation in very high bit rate optical networks. The 
analytical model is applied to MS and SN, which are compared 
in terms of throughput, delay, don't care probability, deflection 
probability, and hop distribution, and all results are supported 
by simulations. The average analysis shows that SN has higher 
throughput than MS at all loads, and the difference increases 
with network size. However, the tails of the hop distribution in 
MS decay much more rapidly than in SN. Therefore, the choice 
of which regular mesh topology is more appropriate depends 
on the network parameters to be optimized. The effectiveness 
of the single buffer is analytically quantified. It is verified that 
under the assumption of independence of packet destinations, 
the single-buffer deflection routing recovers more than 60% 
of the throughput loss of hot-potato with respect to store-and- 
forward. However, when messages of average length as high as 
20 packets are transmitted to the same recipient, consecutive 
collisions arise and a single buffer cannot efficiently handle 
them anymore. The achievable gain in this case is reduced to 
below 40%. 

VI. APPENDIX 

The initial probability po that the test packet be deflected 
at the injection node will now be found. Recall Fig. 3. The 
test packet in this case is waiting to access the network at the 
generation block. At equilibrium, define Ao, d1, and A2 as 
the event of having respectively 0, 1, or 2 packets on the node 
links after the absorption block, whose probabilities are 

P(d0) = (1 - u ) ~  + 2 4 1  - u)a + u2a2 

P(d1) = 2 4 1  - u)(l - a )  + 2u241 - a )  
P(d2) = ~'(1 - u ) ~  

and are obtained reasoning as in (1 1). 
Since it is assumed that the test packet is injected in the 

network, and this is possible only if at least one link is free, 
its deflection probability is actually conditioned on the event 
do UA1. Its deflection is possible only if event A1 occurs, i.e., 
a transiting packet is present. Thus the probability of having a 
care packet together with the test packet at the injection node is 

P -  P(A1) (1 - Pdc) '' - P(d1) + P(do) 
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and from (12) and (13) the initial deflection probability is 

without buffers 
Po with single buffer. 

Therefore (6) describing the state vector at time k + l  be- 
comes 
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