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Differentially Encoded Direct-Sequence
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Abstract—In a paper by Cavallini et al, chip-level differential In [1], differential encoding and detection is implemented at
encoding/det%ction for diret%t-?equence Spfea‘lj'sl?_eCtrfumt Sfig(;W_a'Schip level rather than data symbol level. With this simple idea,
was proposed to cope with frequency-nonselective fast fadin . - e e
chanr?elsr.) It was showpn that, unlikqe in thﬁ additive white Gaussiang the receiver rob_us_tness to high channel dynamics is increased
noise channel, in time-varying fading channels the system per- Since phase variations do not affect system performance as long
formance may be considerably improved, especially when the as they can be considered negligible within a pair of chip in-
spreading factor is increased. _ tervals. As observed in [1], this robustness is achieved at the

In this paper, noncoherent sequence detection, recently proposed expense of a power penalty, i.e., a performance degradation in
by the authors, is the starting point for the derivation of receivers . ; o . .
with improved performance with respect to that of standard differ- terms of S'Q”a"to'”o'se (SN R) ratio nece§§ary to_obtaln a g_lven
ential detection. For M -ary phase-shift keying signals, a theoret- value of bit-error probablllty on the additive white Gaussian
ical analysis is performed and the results are confirmed by means noise (AWGN) channel.
of computer simulation. The performance advantage of taking into In the technical literature, a growing effort has been recently
account a larger phase memory, with respect to the minimum ac- devoted toward the derivati’on of improved noncoherent detec-
counted for by differential detection, is demonstrated. In partic- . . p . ; . ”
ular, the amount of phase memory is optimized as a function of tion or decoding schemes which, unlike differential detection,
the Doppler spread for a Rayleigh frequency-nonselective fading suffer from a minor power penalty when compared to ideal
channel. The robustness in the presence of phase noise is also ingoherent detection (see [2] and references therein). In partic-

vestigated by means of computer simulation. ular,noncoherent sequence detect{d!SD), recently proposed
Index Terms—Chip-level differential encoding, direct-sequence py the authors [2]-[4], approximates the optimal noncoherent
spread-spectrum signals, noncoherent sequence detection. maximum likelihood sequence detection strategy in order to re-
alize simple suboptimal detection or decoding schemes based on
|. INTRODUCTION the Viterbi algorithm. With these schemes, the performance ap-

roaches that of ideal coherent detection whehase memory

I N THIS paper, we cc_msgder d'TeCt'Seq“eﬂce Spreadfspgg'rametew increases. As a special case, differential detection
trum (DS/SS) transmissions, widely used in code-divisi 8 obtained wherV = 2

multiple-access (CDMA). This technique is very attractive for . . . . .
) . . : In this paper, we derive improved differential detec-
future generation wireless local loops, mobile to satellite and o
. . . flon schemes for a DS/SS transmission employiifgary
cellular mobile radio systems. As an example, the third generg- : . g . . .

. . . ) . -pDhase-shift keying/-PSK) signals and chip-level differential
tion mobile radio system according to the International Mobil . ) . . o
o . encoding. This modulation format may be useful in applications
Communications 2000 (IMT-2000) standard will be based qh o . . _

N : . . .. because of its simplicity and is well suited for a theoretical
DS/SS CDMA. For applications in mobile radio channels, it is . . .
. . ! . . erformance analysis of affordable complexity [4]. Extensions
important to devise simple receiver structures able to efficien

cope with atime-varying fading. Due to the difficulty to performg continuous phase modulations or nonequal energy signaling,

coherent demodulation, noncoherent detection and in particu?jé\mh as quadrature amplitude modulations, may be easily

T ; . : .
differential detection, coupled with differential encoding of theealt with by the methods described in [2], [3]. We consider

data symbols, are frequently used. However, differential detét: AWGN channel, possibly impaired by phase noise and a
\ata sy i quently ) ’ ! Eflme-varying frequency-nonselective Rayleigh fading channel.
tion is an effective technique when the channel phase is approx-

. S . S intuitively expected, for the AWGN channel the power loss
imately constant within at least two symbol intervals. There- L . ) o

, o . . inherent in differential detection may be significantly reduced
fore, in a frequency-nonselective time-varying fading channe

. . S using values ofN greater than 2. Moreover, an improve-
the usefulness of differential detection is limited to low values . ; : .
of the Doppler spread ment over d|ffer_ent|al detection may be also obtained for a
' time-varying fading channel. Specifically, the value/éfmay
be optimized for each value of Doppler spread and heuristic
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The paper is organized as follows. In Section Il, we descrikax a\k/Q) by, < Ck s(t)
the transmitted signal and the channel and interference mode — | Td & P —
The proposed detection algorithms are derived in Section lIl. djy,
theoretical performance analysis is described in Section 1V, co _ k-1
sidering the relevant cases of the AWGN and Rayleigh fadir Sprcej(féng
channels and using a classical upper bound. In Section V, r generator
merical results are presented. Finally, conclusions are drawn in
Section VI. Fig. 1. Modulator block diagram.

where I(t) represents the interference arising from the coex-
istence of different users on the same bandwidth @64 is

The assumed modulator block diagram is shown in Fig. @.complex-valued Gaussian white noise process with indepen-
An information sequencéu,, }, composed of independent andient components, representing the baseband equivalent of band-
identically distributed symbols belonging to afi-ary PSK al- pass noise with two-sided power spectral denaigy 2. Letting
phabet, i.e.q, € {e27/M i = 0,1,...,M — 1}, is first n(t)2I(t) + w(t), if the number of interfering users is large
oversampled by a spreading factgrand then multiplied by a and power control is adopted, the interference may be assumed
pseudo-noise (PN) spreading code sequdidg¢, obtaining a Gaussian [1], [6]. As in [1], we make the further approxima-
sequence of symbol$;, } with ratel/TcéQ/T, T and7. being tionthati(¢) has aflat power spectral densily. Therefore, the
the symbol and chip intervals, respectively. Chip symidjs;  total noise process(t) is assumed complex-valued, Gaussian
belong to the alphabgt-1} and the spreading code sequenc@nd white with independent components, each with two-sided
is periodic with periodZ. Symbols{b;} may be expressed aspower spectral densitWg = No + Io.
br = ar/qidi,,, Where|z] is the integer part of and|z|r, This model can be generalized to frequency-selective fading
denotes a modulé operation. These symbols are differentiallghannels by considering delayed replicas of the first term in (2)
encoded into a sequence of symbals= ¢;_1bx, which lin- affected by independent multiplicative fading processes.
early modulates a shaping pu}gé) with square-root raised-co-
sine frequency response of bandwidth+ «) /27, wherex is [ll. DETECTION ALGORITHMS
the rolloff factor. The complex envelopét) of the transmitted
signal may be expressed as

Il. SYSTEM MODEL

In the derivation of the receiver structures, besides a fre-
guency nonselective channel, following [7] we assume a slowly
fading model. In this case, it may be easily shown that sampling

OK—1 K1 O the output of a filter mgtched to the shaping_ pg%e) (chip
s(t) = cuplt — kT, = enomiplt—mO+T.. match_e_d filter, QMF) with one sample per chip |nt.erval ylglds
®) kz=0 e ) 7;; Q+iplt=(nQ+IT] a sufficient statistic for optimal detection of the information
(1) sequence. Denoting by, this sampled output, for both
whereK is the number of transmitted symbols. In (1), we havABWGN or Rayleigh fading channels the sequence metric to be
expressed indekin terms of two indicesy andi, which denote maximized is [7]

the information symbol interval and the chip position, respec-

2 2

tively. KQ-1 K-1Q-1
The signals(#) is transmitted over a frequency-nonselective T'x(@)=| Y zxéi| =D > zng+ifhors ®3)
fading channel, represented by a multiplicative complex fading k=0 n=0 i=0
ainh(t). In the case of Rice fading,(¢) is modeled as a com- - .. . . .
g (*) g(?) ere vectorc = (é,¢é1,...,¢xg—1) IS a hypothetical se-

plex, Gaussian process with independent real and imagin&@ . ; : .
components, meary, and variancer2. The special cases ofduence of transmitted differentially encoded symbolsade-

AWGN and Rayleigh fading channels can be derived from tr%otes the corresponding hypothetical sequence of information

Rice fading model by letting? — 0 or 7, = 0, respectively. symbols. In other words, the receiver will decide for the se-

The power spectrum of the fading procégs) is modeled ac- quencea WhiCh. maximi_zes the sequence_metﬂg(é). This
cordiFr)19 to is%tropic scattering [5% pi.e. éltie) fading autocorrecduence metricis equivalentto the following (see (10) and (11)

lation function is assumed equal #,(7) = o3 Jo(27fpT), n [2])

where Jy(-) is the Bessel function of zeroth order. The fading KO-1 b1

rate depends on the normalized Doppler rBt&’, where fp Ag(a) = Z Re{xkéz Z x;«ném}

is the maximum Doppler shift. The transmitted signal also un- o —0

dergoes a phase rotati@nmodeled as a random variable with K1 Q-1 Qi1

uniform distribution in the intervdD, 2), independent ok(z). - Z Re{ Z TnQtiChoi Z a:f,,,ém} (4)
The complex envelope of the received signal may be ex- n=0 i=0 m=0

pressed as

o IWe recall that the choice of(t) as in Section Il assures the absence of in-
r(t) = h(t)e!”s(t) + I(t) + w(t) (2) terchip interference (ICI).
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where we have used the previous expression for ikdexerms and the receiver may be based on a Viterbi algorithm with
of indicesn and+¢. This path metric may be recursively com-branch metrics (8). Note that despreading is embedded in the
puted as a sum of incremental metrics of the form branch metrics of the Viterbi algorithm. As in [2], [3], [7],
4 we refer to the integeN asphase memoryBy extending the
Q—-1nQ+i—1 . .S .
An(a) = Re{ Z Z A : } ) theoretical analysis in [4], it can be shown that, on an AWGN
™ et mEnQitm channel, whenV. — oo, the performance of the proposed
NSD-based receiver tends to that of the optimal coherent
These incremental metrics are characterized by unlimit@étector, under the Gaussian interference assumption.
memory. In fact, expressing (5) in terms of the transmitted The number of state§ = ML(N-2/%) depends exponen-
symbols, it can be seen that (5) depends not only on the currgafly on IV, but techniques for complexity reduction may be
information symbola,, but also on all the previous ones [2].used. In fact, as in [2], [3], the state complexity of the proposed
For this reason, the maximization of the sequence metric @tection schemes may be limited by reduced-state sequence de-
requires a search on a tree diagram with branch metrics giveation (RSSD) [8]-[10]. This technique allows to choose inde-
by (5). pendently the two parameters: phase memnand number
As in [2], [3], and [7], a truncation of this memory allowsof statesS of the Viterbi algorithm. In the limit, the state com-
us to search a trellis diagram by means of a Viterbi algorithrplexity may be reduced t§ = 1 and symbol-by-symbol detec-
To this end, in (5) we may consideY most recent received tion with decision feedback performed.
samplesz;, and transmitted symbolg, only. After an initial A symbol-by-symbol receiverithoutdecision feedback may
transient period, the resulting approximate truncated-memas¥ obtained by a further memory truncation, i.e., by considering,
branch metrics are in the expression of the branch metric (8), the previous received
samples related to the current information symbol only. In this
case, (8) becomes

=0 m=0

Q-1 n@+i—1 Q-1 Inin{ ]\‘r—l,i+1}
-~ o . *k o~k "" - ~ %k
An(a) =Re Z Z TnQ+iTm CnQ+iCm (@) =Red > > agrithopi;ay
=0 m=nQ+i—N+1 0 =1
Q—-1N-1

j-1
=Re Z Z an-l-ix:,Q-H—jc:,Q-I-ich-l'i—j . H an-I-i—l} . (10)
=0

i=0 j=1
) Note that the upper index of the inner sum has been modified

with respect to (8) in order to avoid, in the expression of the

where an appropriate change of index has been used in the irfff@nch metric, the presence of previous information symbols.
sum of the last expression. These branch metrics may be &Rerefore, the detection strategy may be expressed as in (11)

pressed as a function of the information symbols. In fact, noti the bottom of the page, wheig, denotes the decision on
that information symbolz,,. For binary PSK (BPSK) and = 2,

this receiver reduces to that proposed in [1] as a special case. The

j—1 j—1
* R L gt different form of memory truncation in (8) and (10) is depicted
CnQ+inQi=d g it g InQtitnti=/Q) in Fig. 2, wherey,, (&, ) is computed using an increasing window
(7) size which avoids the presence of previous information symbols,
we have until the maximum value oV chip intervals is reached. On the
O-1N_1 contrary, A, (&) is computed using a sliding window of fixed
A.(a)=Re TnOtiT i length V.
@ ; ; O It is straightforward to show that the two receivers obtained
j—1 from (11) by choosingV = M andN = M +1 (or, in general,
T d owia* . gy N =EMandN =kM+1,k=1,2...)differ for terms inde-
H nQ+i—1% nt-(i-1)/Q] } (8) .
Pl pendent ofa,,. Therefore, in both cases the same performance

is obtained. In particular, in the case of a BPSK (= 2), no
improvement may be obtained in the bit error rate by using an
On = (An_1,0n_2,. s Gn_|(N=2)/Q]) (9) odd value ofN with respect to the previous even value.

According to (8), a trellis state may be defined as

a, = argmax {’Yn(&n)}
an

Q—1min{N—1,4+1} J—1

= argmax Re Z Z anHxZQ_i_i_jdej H dngti—t (11)
" i=0 j=1 =0
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! Q symbol receiver according to (11), in the important cases of
i=i0 12 Q -1 AWGN anq .Rayleigh fading char_mels. A generalization to the
T ' -4,- case of Rician fading channels is straightforward. In the fol-
1
)

lowing, we denote b;é{an} andéé{&n}, the transmitted and

,T\ | the detected information sequence, respectively. We remark that
the noncoherent nature of the considered schemes is due to the

presence of terms of the formzx

’; in the detection metrics. As a

(@) ; consequence, a constant phase gtdfies not affect the receiver
T ' . . . . .

N : performance—in the following derivatiofi,— 0 is assumed.
A(a)

A. AWGN Channel and Symbol-by-Symbol Receiver
Fig. 2. Memory truncation strategies in metrics (8) and (10).
For an AWGN channel, the expression of sampigs as-

. . , sumingf = 0, is
The receivers with branch metrics (8) or (10) may also be used

when symbols:,, account for channel coding. In this case, re-
ceivers based on branch metrics (10) operate on the code trellis, Ty = Cp + N (13)

whereas receivers based on branch metrics (8) search a trellis =~ _
diagram defined in terms of the joint code and phase memofy@nsidering the symbol-by-symbol detection strategy (11) and

with possible state-complexity reduction, as shown in [2]. using the classical union bound, the probability of bit error may
In the case of frequency-selective fading channels, the pR§ Upper bounded by [11]

posed detectors can still be employed because the despreading

operation reduces significantly the interference due to the de- 1

layed paths, which contribute to the overall interference repre- £ < Mlog, M S ban, @n)Plan — Gn)  (14)

sented by the second term in (2). Enhanced detectors can also 2 an dnFan

be conceived based on the concept of resolving the multipath

components by means of a rake receiver [11] and exploiting the, hich b(an, dn) is the number of bit errors whes, is trans-

inherent fading diversity in proper branch metrics composed gfitteq andi, is detected and(a,, — i) is the pairwise error

additive terms. probability defined as

Play, = i) 2P{a(n) > nlan)}- (15)

IV. PERFORMANCEANALYSIS Assuming Gray labeling, the inner sum in (14) is independent

of the transmitted symbal,,. Therefore, the upper bound on
Assuming absence of ICI and ideal chip timing, the samplése probability of bit error may be computed assuming symbol
at the output of a CMF may be expressed as a, = 1is transmitted in theuth signaling interval, i.e.,

T = hkejeck —+ ng (12) P o< 1
b= 10g2

> b(1,8n)P(1 = dy). (16)
a7l

in which hkéh(ch) and nkén(t) ® p*(—t)|xT., Where®
denotes convolution angf (—¢) is the impulse response of the
CMF. The expression of samplag given by (12) is correct
for slow fading. In the presence of time-varying fading, (12) i
a good approximation for small values of Doppler rgigl.
Under the described assumption on the interference, samyple
are independent, identically distributed, zero-mean, compl
Gaussian random variables with independent real and imagi-
nary components, each with varianee= NjQ/2E, log, M,
where E, is the received signal energy per information bit.
Without loss of generality, for a Rayleigh fading channel we

2 __ i i P o
assume;, = 1. As a consequence, the transmitted and receivgflows us to calculate the pairwise error probabilityR(s,, —

signal energies per information bit coincide. a,) = P{y > 0} and may be expressed in the form
Using a classical upper bound, we now show how to com-

pute the probability of bit error for the proposed receivers, based
on a Viterbi algorithm with branch metrics (8) or a symbol-by- y=x"TAx (18)

Note that, for binary signaling, the right hand sides of (14) or
g16) are theexactexpressions of the bit error probability.

The pairwise error probability’(a,, — a,) may be com-
§)uted using the methods described in [1], [4]. In fact, the deci-
e'g'g?n variabley defined as [4]

27 (@n) = o (an) (17)
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where[.]¥ is the transpose conjugate operatar,= {A;;}, in [4] the bilateral Laplace transform of the probability density
i, =—1,0,1,...,Q — 1,is a Hermitian(@ + 1) x (@ + 1) function ofy may be expressed as
matrix whose elements a@re

E
—Di 58 Pi
W, (s) = exps —— 24
[A}i; = () il;[ls—pi p{s—pi} (24)
CnQ+iChgts — Cho+iCngrjr TOr0<[|i—j| < N -1 A A
i 2 2
0, otherwise wheres; =u;|n.,|* andp;= — 1/2u;0~.

(19) Since a closed-form expression of the probability density
function ofy does not exist, for the evaluation Y a,, — a,)
in which {cx} and{é;} are the sequences of transmitted synene could useV,(s) and the residue theorem as in [13].
bols corresponding ta anda, respectively and Unfortunately, the singularities of the functiah, (s) are es-
sentialand their residues may not be expressed in closed-form.
Therefore, in order to compute the pairwise error probability,
one of the numerical methods known in the literature has to be

Conditionally on a specific transmitted sequence, vegtbas EMPloyed (see [4]and references therein). We sseldepoint
independent complex Gaussian componentsgiven by (13), integration based on a numerical integrationsf,(s) on the

with meanc;, and varianc@s2. Its conditional mean vector andCeMpPlex plane [14].
covariance matrix are

A
X=(TnQo1:TnQ: TnQ+1s - > Tn@4+Q—1)" - (20)

B. Rayleigh Fading Channel and Symbol-by-Symbol Receiver

ﬂxéE{X} For a Rayleigh fading channel, the expression of samples
:(CnQ—b Cn@rCnQ+1y-+-> CnQ—I—Q—l)T assumin99 =0,is

CxéE{(x—nx)(x—nx)H} zr = hpcy + 1. (25)
=201 (21)

Considering the detection strategy (11), expressions (14)—(20)

i i i also hold in this case, the difference being in the statistics of

wherel denotes the identity matrix. , _ only. In fact, for a Rayleigh fading channel, conditionally on a
The Hermitian matrix A may be diagonalized asg,qific transmitted sequence, vectohas complex Gaussian

A = PMP~', whereM=diag(y;) is the diagonal eigenvalue components;, given by (25), with zero mean and covariance

matrix of A (n; denotes théth eigenvalue)P is unitary (i.e., 1 ,urixcC.2E {xx!T}, whose generic element is

P~! = P#) and its columns are the eigenvectorsAf Since x ’

A is Hermitian, its eigenvalues are real. The quadratic forn{cx]ij = E{z;z}} = cicjo—}?bjo[QﬁfD(i_j)Tc]+20—26ij (26)

(18) may be expressed as

in which é;; is the Kronecker delta. Proceedings as in [1], [15],

£ we first diagonalize the nonnegative definite Hermitian matrix
y=x"TAx =x"PMP 'x =2z"Mz =) uls” (22) c, as
=1
C,=TDT ' =TD,D;T* (27)
in which zZ2P~'x = P"x and E denotes the number of _ _ _ _ _
nonzero eigenvalues. whereD = diag(é;) is the diagonal eigenvalue matrix €f,,
The random vector. is Gaussian with mean vector and coP1 = diag(v/é;), * andT is the unitary matrix of its eigenvec-
variance matrix given by tors. Defining
A1l
777éE{z} u=D; T x (28)
=P, the decision variablg becomes
= H(ch_l, CnQ> CnQ+1y - o) CnQ+Q—1)T H H H H
y=x"Ax=u"D; T"ATD;u=u"A'u (29)

A H
C.2E{(z-n,) (- )"} .
= where A’=D; T ATD,. Vector u is Gaussian, with zero
=PIE{(x—n)(x—-7n)"}P i i
Mx Mx mean and covariance matrix

_ 2
—25°T. @3 ¢, = Bun} = D' T B{xx)TD; = L (30)

Thereforez; are complex, Gaussian, independent random vafiherefore, the problem is now similar to that solved in the pre-

ables with nonzero mean afd|* have a noncentral chi-squareyjoys section and the same methods to compute the pairwise
distribution with two degrees of freedom [11], [12]. As shown
3Note that matrixC,, is Hermitian and nonnegative definite. Therefare,
2In order to simplify the notation, indicésand; are allowed to take on values are real and; > 0, for all <. In the following, we assumé&; > 0, for all i,
which start from—1 because the last sample belonging to the previous intervas$ this assumption is verified for the considered values of normalized Doppler
appears in the expression of the detection strategy (11). rate.
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error probability may be used with a difference only. In fact, in 10
the case of a Rayleigh fading channel, veaidras zero mean.

As a consequence, after a transformation similar to (22) applie 10°
to the quadratic fornm’’ A’u, the decision variable may be ex-
pressed as a linear combination of independent random va 10’
ables withcentral chi-square distribution with two degrees of
freedom. Denoting by}, ¢ = 1,2,..., E’, the nonzero eigen- 10°
values ofA’ and definingo’igl/m’i, the bilateral Laplace trans- -
form of the probability density function of the decision variabled 10

is how 5 0N=2,‘ simulation AN, \
, 10 N=2, bound i >
E _p( m N=3, simulation s
_ (31 e ] e N=3, bound
Wy(s) = H s—pl (31) 10° + N=4, simulation
i=1 N . — =4, bound
. . . . § A N=8, simulation
As a consequence, its singularities are not essential and t 107 | ——— ~N=8. bound :
. . © Coherent, simulation |
residues may be expressed in closed form [13]. , IL==- Goherent, bound i Py
1 0- H i H T LY
C. Receiver Based on a Viterbi Algorithm 234567 8 91011121314

N . . . ) E,/N’, [dB]
For a Viterbi receiver with branch metrics (8) [or (10) if a

channel code is present] WlthOUt_State'CompleXIty reduction 3A8 3. BER of the proposed symbol-by-symbol noncoherent receiver based
for both AWGN and Rayleigh fading channels, the upper béungh (11) for QPSK and an AWGN channé). = 8 and various values o¥ are

on the probability of bit error becomes [16] considered.
1 ~ ~
B o Ea: P(a) ;b(a, aP(a—a) (32 1o°

in whichb(a, a) is the number of bit errors entailed by the error 10
event(a,a), P(a — a) is the pairwise error probability and

P(a) is the a priori probability of sequence The pairwise 10°
error probabilityP(a — &) is the probability that the sum of

the branch metricax(a) relative to the erroneous path exceeds  10°
the sum of the metrick; (a) on the correct path. Denoting By

the number of symbols in which the erroneous and correct patlg 10
differ, the duration of the error event is BfH-d symbol intervals,

whered is related to the definition of trellis state [4]. Therefore, 10

an error event beginning at timeends at time,+D-+d. Hence, » simulation
~ . . . . 6 —— N=8, bound

P(a — a) may be expressed in terms of the decision variable 10 < N=6, simulation
--------------- N=6, bound

A n+D+4d—1 1 0_7 A N=8, simulation
o A (a) — A\ . 33 ——— N=8, bound

Y Z [ k(a) k(a)] ( ) © Coherent, simulation
k=n 107 ~-—- Coherent, bound o\
Even in this case, the pairwise error probability may be ex 2 3 4 5 6 7 8 91011121314
pressed as the probability that a quadratic form in a suitable d E/N’, [dB]

fined vectorx is positive, wherex takes into account the sam-
i ig.4. BER of the proposed noncoherent receiver based on a Viterbi algorithm
ples at the output of the CMF CorreSpondm.g to t.he error ev.év:vhl?h branch metrics (8) for QPSK and an AWGN chanrigl= 8 and various
[4]. As a consequence, the methods described in the previgiSes of v are considered.
sections may be applied to compute the pairwise error proba-

bility in this case, for both AWGN and Rayleigh fading chan- . .
nels. For further details, see [4]. factor@) = 8 and various values a¥ are considered. The per-

formance of a coherent receiver in the absence of chip-level dif-
ferential encoding is also shown for comparison. In the figure,
we may observe a good agreement between simulation and the-
The performance of the proposed decoding algorithms is ggatical analysis and a significant improvement in performance
sessed in terms of bit error rate (BER) versig Nj. by increasing the value o¥. In fact, with N = 8, the loss
For a quaternary PSK (QPSK) modulation and an AWGWth respect to coherent detection is only 0.4 dB at a BER of
channel, the performance of a symbol-by-symbol noncohergrf-8 an improvement may be obtained, for a given valudof
receiver based on strategy (11) is shown in Fig. 3. A spreadifg ysing the noncoherent receiver based on a Viterbi algorithm
4This bound is sometimes called “union bound,” although this terminolod{yith branch metrics (8) and = 4 states. The relevant perfor-
is strictly appropriate for the error-event probability. mance is shown in Fig. 4, where bounds are obtained using the

V. NUMERICAL RESULTS
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Fig. 5. BER of the proposed detection schemes for 8-state TC-8-PSK andf_qg 6. BER of the proposed svmbol-by-symbol noncoherent receiver based
AWGN channel() = 8 and various values @¥ are considered. on (11) for QPSK an?j apRaerig)L fadingychyannel WihT = 0.1.Q = 32
and various values oV are considered.

upper bound (32) considering small values/dbnly (i.e., the

so-called “truncated upper bound”). 10°
The proposed noncoherent detection strategy has also be ;
applied to trellis-coded modulation (TCM). An 8-state trellis- 10

coded (TC) 8-PSK scheme from [17] is considered for transmis

sion on an AWGN channel and chip-level differential encoding 10
of the spreaded code symbols is used. The considered receivt
operate on the code trellis using the branch metrics (10) witl 10°
various values ofV. A spreading factor) = 8 is assumed.

The performance, assessed by computer simulation, is shown & 10
Fig. 5, along with that of a coherent receiver. With= 8 the

® N=2, simul.

performance degradation with respect to coherent detection 10° | _* N=2. bound
negligible (0.6 dB at a BER of I07). = N=4, simul.
The performance under dynamic channel conditions hasals ~ 10° | s Nea: o
been investigated assumipg@t) has square-root raised-cosine , "AZZ%“Z;’L‘S.
frequency response with rolloff = 0.5. For a QPSK mod- 10 —- N=10, bound

<A N=11, simul.

—-- _N=1 1}, bound }

0 10 20 30 40 50
E/N’, [dB]

ulation and a Rayleigh fading channel, the performance of i

symbol-by-symbol noncoherent receiver based on strategy (1: 10°

is shown in Fig. 6 forfp7 = 0.1. A spreading facto® = 32

and various values aV are considered. We may observe that,

mpreasmg the pha_se memdw’ a Power gain may be aCh,IevedFig. 7. BER of the proposed symbol-by-symbol noncoherent receiver based

with respect to a simple differential detectd¥ (= 2). At high  on (11) for QPSK and a Rayleigh fading channel wiihl’ = 2.Q = 32 and

values of SNR and BER from I8 to 102, a gain of about various values of\' are considered.

2 dB is obtained fotV = 8. Further increasing the value of

N, the performance degrades and a visible error floor appefading channel withf , 7" = 2 and a similar behavior is noticed.

for N = 32. We may conclude that an optimal value of phasgpecifically, an optimal value ofV = 4 is observed with a

memoryN exists for a time varying channel, as a compromiggower gain of about 2 dB with respect to differential detection

between estimation accuracy, which is achieved for I&¢gend (V' = 2) at high values of SNR. For increasing valueshof

robustness to channel dynamics, which requires a sMaHor beyond the optimal one, an error floor appears. In both Figs. 6

the considered Doppler ratg, " = 0.1 and spreading factorand 7, an excellent agreement between theoretical analysis and

Q) = 32, this optimal value iV = 8. This optimal value is re- computer simulation is observed.

lated with the length of the implicit estimation window [2] and For each value of Doppler raf, 7" and spreading factap,

is expected to be approximately proportional to the valu@.of the parameteN may be optimized. For BER values of practical
Even for large values of p1’, a performance improvementinterest, the optimal valued,,, of N for BPSK and QPSK

may be obtained by increasing the valué\afThe performance are given in Tables | and Il, respectively. These results may be

of the receiver in Fig. 6 is analyzed in Fig. 7 for a fast Rayleigfummarized by means of heuristic expressions. As an example,
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TABLE |
OPTIMAL VALUES OF N FOR A BPSK
MODULATION ON A RAYLEIGH FADING CHANNEL
fpT =2 2 2 2 4
foT =1 2 2 2 4 8
foT =01 2 2 4 8 16
fpT =0.01 2 2 6 12 24
foT =0.001 2 4 8 16 32
TABLE 1l

OPTIMAL VALUES OF N FOR A QPSK MODULATION ON A RAYLEIGH
FADING CHANNEL

Q=8Q=16|Q=32|Q=064

fpT =2 2
T =1 2
T =01 2
2
3

16
24
30

12
15

fpT = 0.01
fpT = 0.001

2
3
4 8
6
8

[E S I~ B NG R B R I )

BER

OO Coherent|:

2 3 4 5 6 7 8 9 10111213 14
E/N’, [dB]

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 1, NO. 1, JANUARY 2002

TABLE Il
OPTIMAL VALUES OF N FOR A QPSK MODULATION IN THE PRESENCE OF
PHASE NOISE
Q=4|Q=8|Q=16|Q=32
oa = 20 deg. 4 8 16 32
oa = 50 deg. 2 4 8 14

We also analyzed the performance of the proposed receivers
for an AWGN channel in the presence of phase noise, by means
of computer simulation. Phase noise is modeled as a time-con-
tinuous Wiener phase process with incremental variance over a
signaling intervall” equal tos% . The proposed receivers based
on strategy (11) are robust to phase noise, as it may be observed
in Fig. 8 for QPSK and? = 8. In fact, in Fig. 8 the values
of N used in Fig. 3 are considered. Comparing these figures,
we may observe that a strong phase noise with standard devia-
tion up tooa = 20° does not significantly degrade the receiver
performance. The optimal values &ffor various values of the
phase noise standard deviation have also been computed and are
shown in Table IlI.

VI. CONCLUSION

In this paper, noncoherent sequence detection recently
proposed by the authors [2], [3] has been used to derive dif-
ferential detection receivers with improved performance for a
DS/SS transmission employiny -PSK signals and chip-level
differential encoding. The analysis has been accomplished the-
oretically and by means of computer simulation. An excellent
agreement between theoretical bounds and simulation results
has been observed. As expected, an improvement in the receiver
performance for an AWGN channel is obtained by using values
of phase memoryV greater than 2. This is also true for a
Rayleigh fading channel with values of normalized Doppler
rate of practical significance. In the presence of fading or strong
phase noise, or in general for time-varying channels, an optimal
value of phase memory exists, at high SNR. This optimal value
may be determined using the considered performance bounds
for a Rayleigh fading channel and has been determined for
various values of the normalized Doppler rate and spreading
factor.
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