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Noncoherent Sequence Detection

Giulio Colavolpe,Student Member, IEEEAnd Riccardo Raheliviember, IEEE

Abstract—In this paper, new noncoherent sequence detection Contrary to the above approach, noncoherent sequence
algorithms for combined demodulation and decoding of coded detection provides us with optimal receivers, in the sense
linear modulations transmitted over additive white Gaussian ot minimum probability of erroneously detecting the entire
noise channels, possibly affected by intersymbol interference, . f . d d . . . h
are presented. Optimal sequence detection in the presence ofiformation sequence, under a random time-invariant phase
a random rotation of the signal phase, assumed to be constant model. This paper adopts this viewpoint and proposes general
during the entire transmission, requires a receiver complexity receiver structures for approximating noncoherent sequence
EXPor(‘je”“a”y increasing with the d“,ra“?” Of;he wransrission.  detectors, which are characterized by a performance close to

ased on proper approximations, simple suboptimal detection ; : :
schemes based on the Viterbi algorithm are presented, whose per-that 9f e_m ideal c_oher_ent d_etector with afford_able complexity.
formance approaches that of coherent detection. In a companion m principle, the time-invariant phas-e quel Is a key assump-
paper by Colavolpe and Raheli, noncoherent sequence detectiontion because the information contained in the received signal
is extended to continuous phase modulations. ~ may be shown to be unaffected by such a phase uncertainty,

In the proposed schemes, the tradeoff between complexity yrqyiged a sufficiently long observation is available. On the
and performance is simply controlled by a parameter, referred other hand, the approximations involved in the derivation of
to as implicit phase memory and the number of states of a ’ pp_ . _
trellis diagram. Besides being realizable, these schemes havethe proposed detection schemes have the convenient side-effect
the convenient feature of allowing us to remove the constant of allowing time-varying phase models.
phase assumption and encompass time-varying phase models. The proposed detection schemes are applicable to linear or
grheevig[losrl);?)?gpzzgzr?r?ih%otrggﬁ;?c;?vlict)g?gtlﬁr\eNlth other solutions ,jinear coded modulations. In this paper, the case of coded

_ _ ' _ linear modulations transmitted through AWGN channels pos-

Index Tel_rF?h—Ccc)jn(\j/oiutut)_nal COdesfh '”tertsymbo' '”ter(;erte”f_ef sibly affected by intersymbol interference (ISI) is considered,

?p;l)i('sr_ncfgéé %ogﬁlaﬂfn_ec 1on, nonconerent sequence detection. \yhereas an extension to continuous phase modulations (CPM)
is presented in a companion paper [1]. Being noncoherent,

the proposed schemes do not have all the drawbacks of

l. INTRODUCTION pseudocoherent detection, typically based on a phase-locked

HE problem of optimal detection of a possibly encodet®op (PLL), such as acquisition problems, hangups, sensitivity
information sequence transmitted over a bandpass &@{hase jitter, cycle slips, false locks, losses of lock caused by
ditive white Gaussian noise (AWGN) channel is commonlgevere fading or oscillator frequency instabilities, etc. [2]—{[5].
approached by trying to approximately implement coherefhhis paper expands upon previous work reported in [6]-[9].
detection. In applications in which a coherent phase referencdifferential detectors, the simplest noncoherent receivers,
is not available, this approximation is based on the use ofage frequently employed to detedf-ary phase-shift keying
phase-synchronization scheme, that extracts a phase referéd¢e?SK) modulations, with good performance only in the
from the incoming signal, in conjunction with a detectiorcase of binary signaling (BPSK) [10]. Although differential
scheme, which is optimal under the assumption of perfed¢tection eliminates the need for carrier acquisition and track-
synchronization. Since the reconstructed phase referenceang it suffers from a performance penalty when compared to
only an approximation of the correct one, the overall detectidtheal coherent detection. Some improvements are proposed in
scheme is only an approximation of ideal, i.e., with perfe¢11]-[14] for PSK modulations, using an extended differential
phase reference, coherent detection. Although widely adoptddtector based on decision feedback. These structures may be
this solution should be regarded as just adhoc heuristic interpreted as special cases of the proposed detection schemes.
procedure based on one possible logical approach and will b&fhe performance of ideal coherent detection may be ap-
referred to agpseudocoherent proached by more complex noncoherent receivers based on
multiple-symbol differential detectiohis approach was pre-
Paper approved by E. Eleftheriou, the Editor for Equalization and Codirgented in [15]-[17] for PSK modulation (see also [18]) and
e [ ot Socet. Narkscrpt receed Septenber Etended to trelis-coded PSK [19]-{21], coded and uncoded
performed within a research cooperation between Dipartimento di Ingegneidadrature amplitude modulation (QAM) and fading chan-
dell'Informazionse, Universitdi Parma, Italy and Italtel S.p.A., Milano ltaly. pnels [22], and to improve the performance of PLL-based
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The authors are with the Dipartimento di Ingegneria dell’Informazione, A trellis-b d h t detecti h . id d
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Fig. 1. System model.

for constant envelope modulations and noncoherent decodingll. REVIEW OF NONCOHERENT SEQUENCE DETECTION
are proposed. Noncoherent receivers therein utilized makerpe assumed system model is shown in Fig. 1. The infor-
use of a Viterbi algorithm (VA) whose branch metrics are,ation sequencéa, }, composed of independent and identi-
heuristically assumed equal to the block metrics in multipl%—a”y distributed symbols belonging to dr-ary alphabet, is
symbol differential detection. This approximation is expecte,gapped into a code sequenge,} by means of some coding
to limit the receiver performance, although this aspect is nglie  This code sequence is further mapped by a modulator
directly addressed in [24]. Other trellis-based noncoheregt cascade with a channel filter into a time-continuous sig-
schemes for QAM and PSK are presented in [25], [26ha) with complex envelopes(t,a), which depends on the
respectively, where the authors propose approximations of {igyrmation sequence denoted by the vectorThis signal
optimal sequence metric. An approach similar to one hef@gergoes a phase rotatiéand is transmitted over an AWGN
proposed for PSK may be found in seminal form in [26].  channel modeled by a complex-valued Gaussian white noise
As a general result of most of the above bibliographic@roceSSw(t) with independent components, each with two-

I1l. N ONCOHERENT SEQUENCE DETECTION
OF CODED LINEAR MODULATIONS

n=0

references, the performance of noncoherent detection schedjggd power spectral density,. The complex envelope of
based on extended observation windows improves for incregse received signal may be expressed as
ing observation length and receiver complexity and approaches
that of optimal coherent detection (as an example, see [16]). r(t) = s(t,a)e’® +w(t). (1)

The schemes proposed in this paper belong to the class
of trellis-based noncoherent receivers, which overcome someThe phase rotatior# is modeled as a random variable
limitations of block-by-block multiple-symbol differential re-with uniform distribution in the interval0, 2r). Hence, it
ceivers. With respect to other schemes, they are characierassumed to be constant during the entire transmission.
ized by the fact that a performance gain may be achiev&tie optimal noncoherent sequence detection strategy may be
with acceptable levels of complexity—the tradeoff betweederived as described in [10, Appendix IV-C] and expressed as
complexity and performance being simply controlled by a
parameter, referred to asnplicit phase memotryand the 5:argmax{_i/ |s(t, )2 dt
number of trellis states. To our knowledge, the proposed a 2No Jr,
schemes are the first to systematically and effectively solve the .
problem of noncoherent detection of nonequal energy signals ‘HOgIO(FO /T r(t)s*(t,a) dtD} (2)
such as coded QAM. The presented approach is very general ’
and extends to the case of ISl-affected channels and CPM, iiofwhich 4 is the detected sequendg(x) is the zeroth-order
which a whitened matched filter (WMF) front-end is foundnodified Bessel function of the first kind is the observation
to be practically essential. Complexity reduction techniquésterval, anda is a hypothetical information sequence. An
may also be employed by means of reduced-state sequealternative interpretation of the above noncoherent detection
detection (RSSD) [27], [28]. strategy is given in the Appendix.

In the next section, we review noncoherent sequence de-
tection. The realization of this detection strategy entails a
maximization of a suitable sequence metric by an exhaustive
method. Alternatively, this maximization may be performed
by a tree search algorithm, whose computational load growsThe strategy (2) is valid for any modulation format. In the
exponentially with time. In Section Ill, we introduce soméase of linearly modulated signals, the information-bearing
approximations in order to derive detection schemes suitalsignal may be expressed as
to be realized by means of a trellis search algorithm, such as N1
a VA. In Section IV, these results are extended to account s(t,a) = Z enh(t —nT) 3)
for the possible presence of ISI. Examples of applications ’ "
for uncoded and coded linear modulations are considered
in Section V. In Section VI, numerical results are presente@there Nz denotes the number of transmitted code symbols,
For increasing complexity, the performance of the proposédis the signaling interval, anél(¢) is a properly normalized
detection schemes is shown to approach that of optingdaping pulse. We now assume absence of ISI, @) @
coherent receivers. A theoretical analysis of the performank®&—t)|;—xr = éx, where the symbo® denotesconvolution
of the proposed receivers for the special caseM{PSK, andé; is the Kronecker delta. Substituting the signal model
presented in [29], is also used. Finally, conclusions are dra8) in (2) and assuming a long enough observation interval
in Section VII. (Io — o0), after some straightforward manipulations the
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detection strategy (2) becomes only. After an initial transient period, i.e., for > N — 1,
N1 the resulting approximate truncated-memory incremental, or
; 1N~ s branch, metric i
A — argmax { — Z e ranch, metric i
a 2N
=0 N-1 N-1 1
1 Nr—1 . )\n(é) 2 anfzé;—z - xnfzé;—z - §|éN|2 (8)
+log Iy Mo nz::O ZTnCy, 4) i=0 =1

N—-1

2 : ~%
Lp—iCp—y
=0

. _ _ ~ We note that the approximatiolvg Io(x) ~ « could have
where{c, } is the code sequence uniquely associated with th@en avoided. By memory truncation, we would have obtained
hypothetical information sequenéeby the given coding rule pranch metrics
and, assuming perfect knowledge of symbol timing
. 1
Tn £ 7(t) @ B (=) i=nr 5) (@) 2 log Io <Fo )

is the output, sampled at tinte= nT", of a filter matched to the 1|yt 1
pulseh(t). As in the case of known phase, the sampled output —log Iy <F Z Tp—iCrs ) - W|gn|2 9
of a filter matched to the received pulse is a set of sufficient Ol5=1 0
statistics. In _the following, these samples will be referred té\/idently dependent on the signal-to-noise ratio (SNR). These
as “observations. ) ) ) alternative metrics have been verified to be equivalent to

Although the metric used by detection strategy (4) IS T0fgy iy terms of performance, in all the cases considered in
mally identical to (20) in [22], it is here obtained under th% ction VI
assumption of observing Fhe time-cont_in_uous received signaln the case of equal energy signals, this approach leads to
r(t) over an observation interval, sufficiently longer than o incremental metric which differs from (8) in two respects:
the message Ie_ngtWTT,_ whereas in [18] _'t was F’bta'“ed 1) the last term is absent; and 2) it is approximate because
starting from a discrete signal model and with a limited 0bseg ooy truncation only. In this case, a different approach
yat:jq; window. As a consequence, the conceptual Viewpoity 4156 ‘e derived. Since? is a monotonically increasing
IS di eren.t. function forz > 0, an equivalent noncoherent sequence metric

The optimal noncoherent strategy (4) may be well approyg
imated by lettinglog Io(x) ~ x—the longer the transmission

2

length, the better the approximation quality, for a given valug(z=* . Nr 1 Nr—1 .
of Ny. In the case of equal energy signals, such as PSK, t ig InCp| = Z Z Ll CnCm
approximation is not necessary because the first term in (4);=° n=0 m=0

is a monotonically increasing function far > 0.

We now consider the general case of nonequal energy
signals. Let us define a partial sequence metric atrite
signaling interval in which the metric has been expressed as a sum of all the

= n—1 elements of anNy x N Hermitian matrix with elements
An(a) & -3 Solal? + > et
k=0 k=0

being constant for all sequences, can be omittedlanéy(x) Nifl 2= 12 NS e\,
= [wnlPlEnlH2Req > w0l Y Thém
n=1

n=0 m=0

(10)

(6) wnz;,Cném. The first sum in (10) is independent of the code

sequence becaugé,|? = 1. Thus, an equivalent sequence
metric is

and an incremental metric

Npr—1 n—1
~ A ~ ~
Ap(a) = Apt1(a) — A(a) 'y (8) = Re{ Z Ty Z $:ném}~ (11)
n=1
In order to limit the memory, a truncated incremental metric

n n—1 1 m=0
kz_oxka; ;xka; - 5|an|2. @)
) B B o may be defined by a procedure similar to that used to derive
Obviously, the sequence metrigy, (a) to be maximized may (g according to (forn > N — 1)
be recursively computed. .
The difficulty inherent in the incremental metric (7) is its N { L . - }
LnCp Z TmCm

unlimited memory. In fact, this metric depends on the entire W (2) = Re Rt
previous code sequence. This implies that the maximization of N1 m=no N
the sequence metric may, in principle, be realized by a search o ok~
. . . . = Re Z T Ty, _;CrCrei ¢ -

on a properly defined tree diagram. From the implementation —
viewpoint, approximate tree search algorithms must be used, =
unless a very short transmission |ength is assumed. The effect of memory truncation is that the maximization

In order to limit the memory of the incremental metric (7), & the sequence metric may be performed recursively on
truncation is introduced, aimed at allowing us to search a trelisproperly defined trellis diagram using a VA with branch
diagram by means of a VA. To thIS end, in (7) we may COnSIderlIn the initial transient period, the expression of the branch metrics may
N <« Nt most recent observations, and code symbolg;,  remain unchanged if, = 0 for k < 0 is further assumed.

(12)
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N1 equivalently, differentially encoded symbols, and an external
8 differential decoder is required to recover the information

sequence.

— h*(*ﬂ—/—’ ””” ” In order to provide some interpretations, we concentrate
on M-PSK and consider the second algorithm with branch
Ty Zn-1 Zp—z z,-x+1  Mmetrics (12). A coherent receiver for codéd-PSK selects

the sequencgc, } that maximizes the sum of branch metrics
Branch metric computation Re{z,é%e~7%} in which 6 is the correct channel phase [10].
It is easy to verify that an ML data-aided estimate of the

NI A@ @] on phasef based on the o_bs_ervatlon of signal in (5), where
" " " " k=0,1,.---,n — 1, satisfies
Viterbi processor i el el
e = —Zgyff B~ =N ahen  (13)
- | Zrn:O ‘/L“ﬁlc"l| n m=0
- real signal
complex signal | where the last approximation holds for low noise because the
n denominator is approximately a constarithe approximation
Fig. 2. Structure of the proposed noncoherent receiver. (13) can be recognized as proportional to the inner sum in

(11) for ¢,, = ¢,. Hence, this inner sum may be interpreted

metrics (8), or (12) for equal energy signals. For a give?'fs a phase estimate based on per—surv_ivor processing (P.SP)
coding rule, the code symbofg,,} may be expressed in termsl33]- As a consequence, memory truncation affects the quahty
of the information symbolga,} and a trellis state defined©f the phase estimate which is implicit in the expression of
accordingly. Since (8) and (12) depend dhcode symbols, the branc_h metrics (12). As shown in _the following sections,
in general, the number of trellis states is larger than that of tH¢ resulting performance loss is limited. We thus have an
code trellis. However, this complexity increase may be limitetuitive understanding of the fact that fav — +oc, the

by a possible use of techniques for state-complexity reductidif’formance tends to that of coherent detection. Integer

in order to limit the number of states without excessivel@TeCts the number of previous symbols that aid an implicit
reducing the value alV, as described at the end of this sectiorP€/-Survivor phase estimator and is intimately related to the
Even using small values oV (a few units), a performance definition of trellis state. For this reason, we refer %0 as

very close to that of coherent detection may be obtained, IPlicit phase memoryparameter. _

shown in the numerical results. In the limit 8 — oo, B_ased on this interpretation, alternative noncoherent d_e—
coherent detection performance is obtained. A block diagrdfftion schemes may be devised for nonequal energy lin-
of the baseband equivalent model of the proposed receiver§3ly modulated signals [8] and CPM (see [1] and references
shown in Fig. 2. therein). _ _ _

We now comment on combined demodulation and decodingt€t US now consider a time-varying phase model. The
of coded linear modulations. From (4), it may be noted thRfoPosed algorithms require an approximately constant chan-
two code sequences which differ for a constant phase sl Phase in a window ofV' symbol intervals only. In this
have the same noncoherent metric and are indistinguishalSRSe. an estimation only based on the most recent observa-
For this reason, a code such that different code sequences diffés has greater accuracy. In fact, under dynamic channel
only for a constant phase shift ioncoherently catastrophic f:ondmons, t_he receiver sensitivity to the time-varying phase
(NC) [24]. The usuatotationally invariant(RI) codes are NC ncreases with the phase memavybecause the phase of term
codes. Noncoherent decoding of these codes is possible onfjifi—~-+1: Which appears in the expression of the branch
they are used in conjunction with a differential encoder, whidRetrics (12), may vary due to the channel phase variations.

makes the total code noncoherently noncatastrophic. On th@nlar considerations can be made for the algorithm based

other hand, a noncoherent receiver can decode a code that Redd)- ) )

not satisfy rotationally invariance (NRI code) provided it is There is an analogy between the proposed receiver based
not NC. Some examples of trellis-coded modulations (TCM'Q" Pranch metrics (12) and the multiple-symbol differential
presented in [30], [31] are not NC codes and are explicithceiver forM-PSK [16]. In [16], the receiver is based on an
considered in the numerical results. For this purpose, the treffighaustive search on a block 8 symbols. Proceeding as in

diagram has to be defined in terms of the information symbdf¥ derivation of (11), the detection strategy of [16] may be
and, in the case of a differentially encoded RI scheme, the \gPressed as

also implements differential decoding. This is a fundamental BN ne1
structural difference with respect to PLL-based pseudocoherqm;(k) — argmax { Re Z 7, & Z e
systems using RI codes with differential encodirig, which en (k) TN e

the trellis diagram must be defined in terms of code symbols or, (14)

2The use of an NRI code in a pseudocoherent receiver may cause a long
acquisition period in decision-directed phase synchronizers, as well as phas&The right-hand-side in (13) is the exact ML estimate of the complex
ambiguity problems in nondata-aided phase synchronizers. numbere—7%. This viewpoint suggests a relation witlector tracking[32].
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wherecy (k) is the kth block. The inner sum may be inter-in which {w;} are Gaussian zero-mean independent random

preted as a phase estimate based on a number of samplesvariables of variance?, = 2N, and

which increases fromto N — 1 as long as the index scans I

the block from beginning to end. In our algorithm, we extend A

this number of terms to its maximum valué — 1 for each Yk = ;ﬁck*l 7

n (i.e., we are not constrained inside the block) and the outer -

sum to the whole transmission. We intuitively expect that oyyhere L is a channel memory parameter and the equivalent

algorithm performs better when its phase memory equals th@e-discrete channe{f,} may be obtained from sequence

block length of the receiver in [16], since its implicit phasdgx} following the method described in [35]. An alternative

estimate is more accurate. This is confirmed by the numerié@fmulation of the optimal noncoherent strategy may be based

results shown in Section VI. on sequence{z}, denoted in the following by a vector
The State_comp|exity of the proposed detection Schern'ésstartirlg from the conditional probablllgy density function

may be limited by RSSD [27], [28]. As an example, consid2(z | a,¢) and averaging with respect # we obtain the

ering a trellis state defined in terms ¢finformation symbols relevant likelihood functiop(z | a) for optimal noncoherent
as o, = (Ap_1,8n_2,--,8,_¢), the number of states is detection. The resulting detection strategy may be expressed as
Ny—1

S = M¢. A reduced states’, = (dp_1, @n_2, ", n_p3) Np—1

yvith 3 < ¢ may be defined. The resulting n_umber of stateg, —argmax _1 Z |9 |*+log Io 1 Z 21l

is reduced taM/? < M¢. More complex techniques based on a 2No =0 No =0

set partitioning may also be employed [27], [28]. In order to (18)
compute the branch metrics (8) or (12) in a reduced trellis, the

necessary symbols not included or not completely specifih Which g is defined in terms of the hypothetical code
in the state definition may be found in the survivor histor§equence{c,} as in (17).

according to PSP [33]. We note that, in the limiting case of As in the case of absence of ISI, the equivalent optimal
8 = 0, the trellis diagram degenerates and symbol-by-symbdpncoherent sequence metrics (15) and (18) may be exactly

detection with decision feedback is performed. Therefore, tRg@ximized by an exhaustive method whose complexity in-

receivers proposed in [11]-[14] for PSK are a special case @fases exponentially witN;. With the same approximations
the proposed detection schemes. used in Section lll, the truncated-memory incremental metrics

relative to strategy (15) are

N-1 N-1
Z Tn—iCy Z Tn—iCp
i=0 i=1
We now consider the case of a channel affected by ISI. 1 L
Among various possible applications, this case has practical ——{|&,,,|ng + 2%[2 é,,,&;j_lg;*] } (29)
relevance for the realization of adaptive receivers for ISI 2 =1
channels and in systems using partial response signaling. Th

. . . whereas those relative to strategy (18) are
case is also the basis for the extension of noncoherent sequence gy (18)

IV. NONCOHERENTSEQUENCE DETECTION OF CODED
LINEAR MODULATIONS IN THE PRESENCE OFISI

A (@) =

detection to CPM [1]. s N1 ) N-1 ) 1,
Defining gx 2 g(kT), where g(t) 2 h(t) @ h*(=t) is (@) 2| D zuilln|—| D 2a—illi —5l9al% (20)
the overall channel impulse response, and assuming perfect =0 i=1
symbol timing, the detection strategy (2) becofnes The effect of the introduced memory truncation is that the
maximization of the sequence metric may be performed recur-
Nr—1 Np—1 . . . . . .
. ) 1 S sively by searching a properly defined trellis diagram using a
a=—argmax { ——— Z CkCpOn—k . . .
a 2Ny = = VA with branch metrics (19) or (20), respectively.

N1 Even if the noncoherent receivers with branch metrics (19)
+log Iy 1 Z o (15) and (20) are derived from two equivalent formulations of the
No = optimal noncoherent strategy, they do not have comparable
performance because the introduced approximations have very
where z;, is defined by (5). As shown by (15), the sampledifferent effects in the two cases. In strategy (15) (referred
output {z;} of a matched filter is a sufficient statistic forto as Ungerboeck approagh each sampler;, is correlated
optimal noncoherent detection of the information sequence,wiéh a corresponding code symbel, whereas in strategy
in the case of known phase [34]. (18) (referred to ad~orney approach each samplez, is
Proceeding as in [35], an alternative dej.} of sufficient correlated withy,.. In the latter strategy, sequencgs,} and
statistics may be obtained through a WMF whose output méyx } differ for a sequence of independent noise sampies}
be expressed as only [see (16)]. On the other hand, in the former strategy, the
corresponding sequences;, } and{c; } are significantly more
21 = yre’® +wp (16) different because of ISI and noise correlation. These effects
tend to cancel out in the sequence metric (15) (summation
“4In Section Ill, g(t) satisfies the Nyquist criterion; hengg, = 6. extended over the entire transmission), but are significant in
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the branch metrics (19) (truncated summation). For a givén Differentially Encoded PSK

and moderate complexity, the suboptimal receiver based on th§,, this section. we assume that symbdis,} belong to

Forney approach performs significantly better. In the numericgl 1, pgk alpha’lbet and are derived from 'symbcébsn}

results, we concentrate on this approach. belonging to the same alphabet, by means of the differential
encoding rulec,, = ¢,,_1a,. In this case, the branch metrics

V. EXAMPLES OF APPLICATIONS (8) and (12) become, respectively
We describe some examples of applications in the case of N-1 i—1 N1 i—1
absence of ISI. An(a) = Z Tp—i H G | — an_i Han—rn (24)
7=0 m=0 =1 m=0
. . N—1 i—1
A. Differentially Encoded QAM T (a) = Re{ > wawh di;_m} (25)
In this section, we assume symbdls, } belong to anM- im1 =0

ary square QAM alphabet and are derived from im‘ormati%néwing expressed the code symbdis,} in terms of the
symbols{an }, belonging to the same alphabet, by means Oftri1r?formation symbols{a,}, using the differential encoding
following quadrant differential encodingule [36]. The generic rule. According to (24) rclJr’(25) a trellis state may be properly
information symbol is uniquely represented @s = i, px, defiﬁed asr, 2 (a i i n12). The number of
where 4i,, belongs to the first quadrant apd € {£1,£j}. - o _ ’MAr,Q"ale’pe"n_;S’ ex7ponn_e]:ﬂ;ri;||.3/ oW, although
The encoded symbot,, is given by ¢, = pu.q., where '

gn € {+1,+j} is defined by, = prg._1, i.e., the usual techniques for complexity reduction may be used.

differential encoding rule for quadrature phase shift keyi
(QPSK) modulations applied to symbo{s,, }.

The branch metrics (8) must be expressed in terms ofln [24], the problem of noncoherent sequence detection
the information symbols in such a way that the VA alsand decoding is approximately solved by a search on a
implements differential decoding. Multiplying the termdrellis diagram whose branch metrics are heuristically defined
| SN e and| SN @, sét | by |G.] = 1, noting  similarly to the block metrics in [16]. Under this suboptimal

thaf assumption on the detection scheme, optimal convolutional
codes for M-PSK signaling were derived in [24] by an

n
8. Noncoherent Coded Modulations

e w e o s ﬁ _ 21) exhaustive search. The resulting scheme is cailtattoherent
Inn—i = Hn—in—idn = Hn—i Op"*m coded modulation
m=

Here, we approach the decoding of noncoherent coded
and |é,| = |an| = |fin|, We obtain modulations by the schemes previously introduced. We assume
the encoder structure described in [24]. Letbe the code

) N-1 . Unt constraint length and; the number of code symbols per
An(@) = Z Tr—illp—; H Prn—m information symbol. As in [24], we consider encoder structures
=0 m=0 that consist of only one shift register with code rafe;. Each
~ z:lx e 1_[1 ) ~ 1|d 2 (22 information symbol. generates; code symbolg ¢, } with
n—itn—i Prn—m| = 5l0n| - [=0,1,---,n—1. Information and code symbols belong to the
=1 m=0

M-PSK alphabet. The number of code state$is= M¥~1.

According to (22), a trellis state may be defined as Using the branch metrics (8) or (12), ther number of trellis
states of the proposed receiversSis= S, MN/1-1,

A ~ ~ ~ ~ ~ ~
On = (Nn—la Hn—2, """, bn—N+1,Pn—1,Pn—2""" 7pn—N+2)

= (@nets Gne2s s G N 425 flneN41)- (23) D. Trellis-Coded Modulations

The proposed noncoherent schemes may be used in the

The number of state§ = +M~~! depends exponentially decoding of TCM. As in the previous cases, the branch
on integerN. Complexity reduction techniques may also benetrics must be expressed in terms of the information symbol
adopted. sequence, given the coding rule. A general explicit expression

A noncoherent receiver for QAM based on multiple-symbalould require an involved notation and is not pursued. Specific
differential detection was proposed in [22]. A different type ofodes are considered in the numerical results.
differential encoding was adopted there, which, however, mod-
ifies an originalM -point square QAM constellation into oneg. Pilot-Symbol-Assisted Systems

characterized by a larger number of points. Our tests indicateAS an alternative to differential encoding. the problem
that quadrant differential encoding does not ensure satisfactogy. . 9 P
impossible recovery of an absolute phase reference may

performance when applied to the receiver in [22]—the reasg:
t

being related to the strictly limited observation window ther € av0|deq using a pilot symbol per|0(_1|cally inserted in
assumed. e transmitted data stream. The extension of the proposed

receivers to detection using pilot symbols is straightforward:
5Symbolsjin, pn, and G, are defined by this differential encoding ruIeWhen the penodp knpwn SymbOI. is received, only a fraction
applied to the hypothetical data sequerég }. 1/M of the survivors is retained, i.e., only those of states that
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Fig. 3. BER of the proposed detection schemes for 16-DQAM with variotlgg. 4. BER of the proposed detection schemes for 8-state TC-16-QAM.
degrees of complexity and comparison with the receiver in [22] (D&S).

-1

10

are compatible with the known pilot symbol. The remaining
survivors are discarded by forcing their metric to very low

values. \\
2 P

10
VI. NUMERICAL RESULTS

The performance of the proposed receivers is assessed ~*—x Coherent

by means of computer simulation in terms of bit-error rate o , | SO N=7:5=16
. . . w 10 400 N=7; S=1 &

(BER) versusF;/Ny, F, being the received signal energy m : Ne4: S-16
per information bit. Besides “full-state” receivers, reduced- oo N=6; S=1
state techniques have also been considered. Unless otherwise 1> N=5; §=1
stated, the channel phase is assumed constant. In the case of 10 | &4 N=4; §=1
M-PSK, the theoretical analysis proposed in [29] is also used. . f: x:g Big e S\

For differentially encoded 16-QAM (16-DQAM), we only 7 v v N=2 I N
consider schemes with a number of stafes= 4 (i.e., the L e\
state is defined as], = f,) and S = 1 (i.e., symbol- 10°
by-symbol detection with decision feedback is performed). 2 3 4 5 6 7 8 9 10
Fig. 3 shows the relevant performance, obtained by computer E/N, [dB]

S'mme_‘t'on' for various valges av and cqmpares it with t.hat Fig. 5. BER of the proposed detection schemes for DQPSK (white marks)
of optimal coherent detection. The receivers proposed in [22]d comparison with receivers in [16] by D&S (black marks).
by Divsalar and Simon (D&S in the figure) are also considered

for comparison, assuming/’ is the block length. It may be : . . .
P ' o g y greivers along with that of coherent detection. Receivers

. r
observed that the proposed receivers perform better and exhj . o
aloss of only 0.5 dB at a BER df > with respect to coherentlglb"’Isecj on the code trelliss' = 8) exhibit a performance loss

detection, with affordable complexity. For larger complexity®! @Pout 1.5 dB (forV- = 8), but with an increase in the
the performance approaches that of coherent detection. We al4g10€r of states up 65 = 64 the performance loss becomes
note that the performance tends to that of coherent detecti¥f!i9ible. The state of the receivers wiih= 16 is defined by
with a rate that is independent of the SNR. a complete representation of the previous information symbol
Noncoherent sequence detection has also been appliedte: and a partial representation of symbgl_,. We have
TCM. Two 8-state trellis-coded (TC) 16-QAM schemes, op’:ﬂSO considered two 8-state TC-8-PSK schemes. The numerical
timal under coherent detection, are considered: the first'@sults for these cases are similar.
an NRI code [30] and the second a°9BI code [31]. As  Differentially encoded QPSK (DQPSK) is considered in
already mentioned in Section Ill, the Rl code is used ihig. 5. The performance of the proposed noncoherent receiver
conjunction with a differential encoder and, in the proposdeased on algorithm (12) is compared with that of the receiver
algorithms, the VA also implements differential decodingoroposed in [16] (D&S in the figure). In this case, the
Various noncoherent receivers with different complexity havyeerformance of receivers based on algorithm (8) is not reported
been analyzed. Fig. 4 shows the performance of the considebedause it is very similar. As previously noted on the basis
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Fig. 6. Comparison, for noncoherent coded QPSK, between the proposed )
receiver (white marks) and the receivers in [24] by Raphaeli ¥or= 8 Fig. 7. BER of the proposed detection schemes for 16-DQAM on the two

(black marks). Algorithms (8) and (12) are denoted as A and B, respectiveﬁ?”Sidered ISI channels and various valuesvofThe noncoherent detectors
search a trellis withS = 256 states.

of intuitive remarks, the proposed receiver performs bettgr a comparison, we also show the performance of a coherent
when its phase memory parameter equals the block Iengg& '

t th ) in 1161 (hoth : denoted eiver with the optimal ORI code for coherent detection
ot the receiver in [16] (both parameters are ‘enotec lfé(/ith the same rate and constraint length) whose generators
N in the figure). ForN = 4, the proposed receiver with

; . ; i areg; = (1,1,1) andgs = (2, 3,2). We may observe that the
S = 16 gains 0.5 dB with respect to the receiver in [16] g1 =(111) B2 = (2.3,2) Y

; : S : performance loss of the proposed schemes is about 0.2 dB at a
This gain bg(;omes negligible n.c we c.on5|der the symbol—b)é—ER of 107°. As also shown in the figure, simulation results
Eyi?]bo' dgcwmr:)—feedba?; re(‘ie|vgr vlv?'ff: 4. tl':olr N ~ 2, hgve been confirmed by the truncated union bound for the full-

oth recevers become the classical dilierential receiver ag mplexity receiver based on branch metrics (12) presented in
their performance coincides. Receivers with a state num Eb] As we may see from Fig. 6, the proposed receivers have
larger thanS = 16 are not considered. To further increase th etter performance with respect to that in [24] for limited state-

phase memoryV, we apply the previously described S‘tateéomplexity. A similar behavior has been observed for other

reduction techniques. We may note that the BER tends to t%%hvolutional codes and modulation formats

of Icoher??\'; d\?\;_?ﬁt'on W'tg clilfbferentlil Tncodl_ng fornzlkr;cier;smg We now consider the case of linear modulations in the
values oLy. WIh a symbo-by-Symbol receiver anti = resence of ISI. The receiver is composed of a WMF and a
the performance degradation with respect to ideal coher tbased on branch metrics (20). 16-DQAM and two channels
detection is negligible (0.4 dB at a BER #6°). : _ . ;
with L = 2 are considered. They correspond to the following

8The dprolpzoseg nongoherent recei\:jers,.tﬁafr?i on algoriéhg%ra" discrete impulse responses at the output of the WMF:
(8) and (12), have been compared wi at propose . fis f2) = (0.3,0.9,0.3) for channel 1 and fo, f1, f2) =

[24]. In [24], the optimal code generators for the metricy, 455 (516, 0.408) for channel 2 [10]. In this case, the
therein presented are reported. Here, we have simply adop ?) mal coherent receiver is characterized $y= 256 states.

froT £24]S thﬁ (;;()Stimalh.c?]de_ fg(; QtP”SK r\]Nith’b =3 ar_1fcj dIn Fig. 7, the performance of the optimal coherent receiver for
17 . ('dc _'th )th W 'Ct.’ |r|10| edn afy, as e:n ven ISQ oth channels is shown and compared with the performance
0 coincide wi e optimal code for our schemes [ f the proposed noncoherent sequence detection schemes with

The code generato_rs arg, = (1,3,3) andgz = (2,3,1) various values ofV. For a given value ofV, the number of
[24], and the code is NRI. A phase memory parameter eqyglies resulting from (20) i§ = 2 MY+L=1 = 4.16Y. In the
to N = 8 code symbols is considered. For all full-stat 4 y

receivers, the number of statesds= 1024. The performance

o?:‘?th?Nrechewer n [2I4t] :jorSt: I102t;11 mfa3|'| tiet found M the same number of states of the optimal coherent receivers
[37]. We have simulated not only the full-state FECEIVEI3nr the two channels. The state of these noncoherent receivers

but also reduced-state ones. Fig. 6 shows the relevant resulls, .« I ; £ 1h
Algorithms (8) and (12) (denoted in the figure as A and B %ejned by a complete representation of the symbgls,

. ) an—s. Despite the constraint on state-complexity, for
respectively) have equal performance when fu"'complex'%creasing values ofV, the BER tends to approach that of

receivers are considered. However, algorithm (8) has bet(Ll I

» h lexity reduction techni herent detection. State-complexity reduction has also been
performance when complexity reduction techniques are USgly in the coherent receiver. In the figure, the performance for

6Base-4 representation. S = 16 states is shown for the considered channels. The state

Psimulations, we used the described state-complexity reduction
techniques and considered a number of states 256, i.e.,
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10° _ may be controlled by an implicit phase memory parameter and
the level of state-complexity reduction.

The proposed detection schemes have been assessed by
computer simulation for several uncoded or coded linear mod-
ulations of practical significance. The case of ISI channels has
also been addressed. These schemes have a performance that

10° | ‘\\\; \ ’ can be made arbitrarily close to that of coherent detection and
= PN compare favorably with other solutions previously proposed in

"~
\ % the literature. Very good performance may be achieved with

o
e
10° |[oo om0 deg.;’A}f;d"""*’"'l\ “ ~ affordable complexity. Belng_noncoheren'_[, th_ey do not have
o0 0,=3 deg.; AfT=0 SR all the_ drawbacks of conventional approxmanonlof cohereqt
| 0= 0,=5deg.; AIT=0 N\ detection based on the use of PPL and are especially attractive
10 |62 gA:;OngQ_'ZJfoZ ppe \%\» for burst-mode transmissions.
> ci:O deg.; AfT=2-10:Z
ATR.2s=0 deg,; 47=910 \?L APPENDIX
10° ; Let us consider a deterministic unknown phase model. In
0 1 2 3 4 5 6 7 8 9 10

this case, an optimal receiver cannot be defined because a
uniformly most powerfutest does not exist [38]. A logical
Fig. 8. BER of the proposed receiver for DQPSK with= 6 and$ = 1for  procedure may be the “generalized likelihood” method [38],
various values of phase jitter standard deviation (white marks) and frequer?%(” the simultaneous maximization of the joint likelihood
offset (black marks). . . .

function with respect to data and phase, for the given obser-

vation. This approach is followed in [11], where it is observed
definition takes into account a complete representation of sythat for linear modulations, it is possible to detect the data
bols @, —; only. We then have a twofold comparison betweesequence without explicitly estimating the phase reference.
coherent and noncoherent sequence detection. With refereacsimilar conclusion is reached in [32], where a suboptimal
to the proposed noncoherent receivers, the figure shows thgjlution based on vector tracking is proposed. Nevertheless,
performance loss, under an equal state-complexity constrathis solution is affected by the typical problems of PLL-based
and their complexity increase, under an approximate equedceivers.
performance constraint. This generalized likelihood approach may be easily shown

The performance under dynamic channel conditions h@sbe exactly equivalent to noncoherent sequence detection in

also been investigated, assuming the transmitter and receiygs case of constant envelope modulations, as well as PSK in
filters have square-root raised-cosine frequency response witb absence of ISI [39]. Furthermore, by the approximation
rolloff 0.5. Two types of time-varying phase models argéog I5(x) ~ = valid at high SNR, this result may be shown
considered. The first is the well-known stochastic model @ approximately hold for arbitrary modulation formats, with
phase jitter. Accordingly, the phageof the received signal is an excellent approximation quality in a broad range of ap-
modeled as a time-continuous Wiener process with incremengiitations [39]. Numerical results confirm that at low SNR
variance over a signaling interval equald4d. The second is the equivalence still holds, despite the lack of a theoretical
a deterministic model of a frequency offs&lf. The proposed basis. This equivalence suggests that the distinction between
noncoherent receivers are robust to phase jitter and frequesgychastic and deterministic time-invariant phase models might
offset, as may be observed in Fig. 8 for DQPSK= 6, and be theoretically and practically irrelevant in most cases.
S =1 [algorithm (12)]. A jitter standard deviation up to five
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