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Abstract. Activity classification consists in detecting and classifying a sequence of activities, choosing from a limited set of
known activities, by observing the outputs generated by (typically) inertial sensor devices placed over the body of a user. To
this end, machine learning techniques can be effectively used to detect meaningful patterns from data without explicitly defining
classification rules. In this paper, we present a novel Body Sensor Network (BSN)-based low complexity activity classification
algorithm, which can effectively detect activities performed by the user just analyzing the accelerometric signals generated by
the BSN. A preliminary (computationally intensive) training phase, performed once, is run to automatically optimize the key
parameters of the algorithm used in the following (computationally light) online phase for activity classification. In particular,
during the training phase, optimized subsets of nodes are selected in order to minimize the number of relevant features and
keep a good compromise between performance and time complexity. Our results show that the proposed algorithm outperforms
other known activity classification algorithms, especially when using a limited number of nodes, and lends itself to real-time
implementation.
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1. Introduction

Wireless Sensor Networks (WSNs) are attracting
a relevant interest in many applications, typically as-
sociated with monitoring of particular environments.
Body Sensor Networks (BSNs) are a special class of
WSNs, where wireless nodes are applied to a user
body in order to monitor and detect some activities,
e.g., activities of daily living (ADL), performed by the
user. Relevant applications of these systems include
long-term remote monitoring (e.g., at home) of the ac-
tivities performed by a user (e.g., elderly people or
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post-rehabilitation patients), typically for medical pur-
poses [15].

Past work on BSN activity classification algorithms
has relied on accelerometers placed in multiple loca-
tions over the body [2,10]. A performance improve-
ment can be observed using multiple types of sen-
sors [1,11,16,21]. Since the involved data are charac-
terized by a high dimensionality and large variability,
there is an inherent difficulty in determining exact clas-
sification rules. For such reason, machine learning and
data mining techniques have gained an increasing in-
terest due to their strength in “learning” ad-hoc rules
and detecting significant patterns, provided that some
data are given to the algorithm for “training” purposes.
Regardless of the considered type of sensor, an activity
classification algorithm is indeed generally composed
of two phases: a training phase, typically used for cal-
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ibration and parameters estimation purposes; and an
online (classification) phase, possibly executed in real
time. The training phase aims at identifying activity-
specific features from the signals generated at each
sensor, after manual [11] or automatic [9,20,22] sig-
nal segmentation. Regarding classification, most of the
works in the literature tend to adopt thresholding or to
use k-Nearest Neighbors (k-NN) algorithms, because
of their simplicity and applicability on low-cost mo-
bile devices [10,16]. However, more sophisticated ma-
chine learning techniques have also been considered,
such as those based on the use of decision trees [2],
support vector machines [6], or hidden Markov mod-
els [13,21]. Furthermore, machine learning techniques
for activity classification typically require also the de-
velopment of robust methods to address issues such as
feature selection and classification [17], decision fu-
sion and fault-tolerance [3,19,23].

In this work, we design a novel low-complexity au-
tomatic BSN-based activity classification algorithm,
which aims at detecting and classifying a sequence
of activities, choosing from a list of known activities,
by observing accelerometric data. A preliminary train-
ing phase is used to automatically optimize key pa-
rameters of the algorithm. The goal of the training
phase is that of selecting a proper subset of nodes
in order to minimize the number of relevant features,
yet guaranteeing an accurate activity classification de-
gree. The classification performance of the proposed
algorithm is analyzed using publicly available exper-
imental data [14] (in part generated in the context
of the Opportunity Challenge [4,18]), thus provid-
ing a valid and unbiased benchmark for comparisons
with other algorithms. In particular, the classification
algorithm is tested on four activities, which corre-
spond to different locomotion modes: stand, walk, sit,
and lie. The proposed algorithm outperforms, espe-
cially when using a limited number of nodes, other
known low-complexity algorithms, such as the k-NN,
the Nearest Centroid Classifier (NCC), the Linear Dis-
criminant Analysis (LDA), and the Quadratic Dis-
criminant Analysis (QDA) [4,5,12]. The obtained re-
sults are very promising, making the proposed algo-
rithm suitable for real-time activity monitoring appli-
cations.

The rest of this paper is structured as follows. In
Section 2, the experimental setup and the performance
metric are preliminary introduced, followed by the
derivation of the proposed algorithm. Section 3 is ded-
icated to performance analysis. Finally, in Section 4
concluding remarks are given.

Fig. 1. Opportunity Challenge setup [4,18]. The position of ac-
celerometers (•) and inertial measurement units (�) is highlighted.

2. Method

2.1. Experimental setup and performance metrics

As anticipated in Section 1, the experimental data
used to test our algorithm are shared data collected in
the context of the European project Opportunity and
provided for the so-called Opportunity Challenge [4,
14,18]. Figure 1 shows the experimental configuration
of the sensor nodes in the considered BSN. The out-
put of the BSN consists of mainly accelerometric data,
integrated, for some nodes, with gyroscopic and mag-
netometric data – in this work, in order to guarantee
a low hardware complexity (and, consequently, a low
cost and large battery life of the whole activity classifi-
cation system), only accelerometric data will be used.1

For data collection, different users were asked to per-
form sequences of consecutive predefined movements
and naturally executed daily activities. This allowed to
generate highly realistic data upon which robust and
flexible algorithms could be developed and trained.
Data were recorded with a sampling rate fsamp =
30 Hz.

Given a discrete set of predefined activities A =
{a1, a2, . . . , aA} (with cardinality |A| = A), the met-
ric which will be used to evaluate the performance of

1To this end, note that the cost of a gyroscope (or of a magne-
tometer) chip is typically at least twice that of an accelerometer chip.
Similar considerations hold for power consumption requirements, as
accelerometers require indeed much less power than gyroscopes and
magnetometers do. This has obviously a strong impact on the battery
lifetime.



AUTHOR  C
OPY

M. Giuberti and G. Ferrari / A low-complexity activity classification algorithm 683

the proposed classification algorithm is the weighted
f1 score [4], denoted as F1w and evaluated as follows:

F1w =
A∑

a=1

2 ∗
(na

N

)
∗ F1a

=
A∑

a=1

2 ∗
(na

N

)
∗

(
preca ∗ reca

preca + reca

)
where: a is the considered activity; na is the number
of samples of the inertial data sequence in correspon-
dence to which a user is performing activity a; N is
the total number of samples of the collected inertial
data sequence; F1a is the f1 score computed for activ-
ity a; and preca and reca are, respectively, the preci-
sion (defined as TP/(TP + FP), where TP and FP are
the numbers of true positives and false positives) and
the recall (defined as TP/(TP + FN), where FN is the
number of false negatives) evaluated for activity a. In
practice, F1w is the average f1 score over all activities.
Note that, beside these metrics, in the refinement step
of the proposed algorithm (which is described in Sec-
tion 2.2.4) two other metrics will also be considered,
namely: the accuracy, defined as (TP + TN)/(P + N),
where TP, TN, P, and N are, respectively, the numbers
of true positives, true negatives, positives, and nega-
tives; and the specificity, defined as TN/(FP + TN),
where TN and FP are the numbers of true negatives
and false positives. For reproducibility purposes, the
performance of the proposed algorithm is evaluated for
multiple datasets collected from different subjects. To
this end, in the Opportunity dataset, for each subject,
golden labels are provided, containing a single stream
of (manually) labeled activities.2 In the proposed algo-
rithm, which is described in the following subsections,
we will only make use of accelerometric data.

2.2. Algorithm description

Generally, an activity classification problem leads to
the design of an algorithm that can estimate the se-
quence of occurrences of specific activities choosing

2Note that, while evaluating the algorithm performance, the sam-
ples containing “undefined” activities (e.g., transitions between clas-
sifiable activities), because of the temporal continuity of the col-
lected data, are not taken into account for the evaluation of F1w. For
the sake of completeness, we remark that this does not mean that the
algorithm is not dealing with data coming from “unknown” classes.
In fact, the algorithm is not forced to always choose at least one of
the considered classes and it may actually happen that for some time
epoch no activities are detected at all. This will be clearer by reading
the algorithm description in Section 2.2.

from a discrete set of predefined activities A, directly
working on (typically) inertial signals (e.g., accelero-
metric and gyroscopic signals). The proposed algo-
rithm tries to concentrate most of its complexity in a
(offline) training phase, which is performed once and
aims at selecting the smallest subset of nodes to extract
the smallest, yet sufficient, number of accelerometric
time features to guarantee a good performance (high
F1w). Then, upon optimized setting of proper thresh-
olds, the online phase is relatively light (in terms of
time complexity), making real-time activity classifica-
tion applications feasible.

In the following, a detailed description of the oper-
ational steps of the proposed algorithm are presented.
After preliminaries on data preprocessing, the online
and training phases are presented. In order to run prop-
erly, the online activity classification algorithm needs
some parameters that have to be estimated and opti-
mized during the training phase. Even though, prac-
tically, the training phase precedes the online phase,
in the remainder of this subsection, after preliminar-
ies on data processing and feature extraction, we first
describe in detail, for ease of presentation, the online
phase. In the training phase, the same steps of the on-
line phase are considered, with the only difference that
known (labeled) data are used to tune the key param-
eters of the algorithm, which are then kept constant in
the (following) online phase.

2.2.1. Preliminaries on data preprocessing and
feature extraction

At each node, an accelerometer outputs a stream
of three-dimensional data, which corresponds to the
accelerations measured by the sensor in its three ref-
erence axes. More formally, let us define the three-
dimensional acceleration vector, measured at the i-th
epoch, as

α̃i = (̃αxi , α̃yi , α̃zi) i ∈ {1, 2, . . . , N}
where N is the number of samples in the stream.
For the sake of simplicity, let us assume that the ac-
celerometer is already calibrated and, thus, α̃xi, α̃yi, and
α̃zi are expressed in g units. Furthermore, the accelero-
metric data are low-pass filtered in order to deal with
smoother data in both training and online phases. To
this end, the recursive low-pass filtering used for each
accelerometric data stream is the same used in [7] and
characterized by the following equation:

yi =
{

x1 i = 1

0.8 · yi−1 + 0.1 · (xi + xi−1) 2 � i � N
(1)
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where xi is the i-th sample of the data stream (x ∈
{̃αx, α̃y, α̃z}), yi is the i-th sample of the filtered data
stream (y ∈ {αx, αy, αz}). The cut-off frequency fco of

the low-pass filter defined in (1) is fco ≈ fsamp
30 = 1 Hz.

Therefore, we denote the filtered signal as

αi = (αxi, αyi, αzi) i ∈ {1, 2, . . . , N}
and the norm of αi as

αi = |αi | =
√

α2
xi + α2

yi + α2
zi i ∈ {1, 2, . . . , N}.

Starting from the filtered signal, at the i-th epoch,
two types of simple features are of interest and can
be extracted. The first one, denoted as p-feature
(where “p” stands for “parallel”) and indicated with
acc(p)

i , is a properly chosen component of the nor-

malized3 (to unity) acceleration vector, i.e., acc(p)

i ∈
{αxi/|αi |, αyi/|αi |, αzi/|αi |}. In particular, the chosen
component is the one parallel to the “main” axis of
the related body segment. For instance, considering
Fig. 1: for node 1, acc(p)

i is the acceleration value
measured along the femur direction; for node 7, the
one measured along the tibia. Observe that, due to the
normalization, acc(p)

i can only assume real values in
[−1,+1].

The second considered feature, denoted as dev-
feature and indicated with σi(s), is the standard devi-
ation of the norm of the acceleration computed on a
sliding window (with fixed length L = 2 · s + 1 and
centered at the i-th sample4) that runs over all the ac-
celeration samples. Neglecting border effects (the ex-
tension is straightforward, as shown in [8]), σi(s) can
be expressed as follows:

σi(s) =
√∑i+s

k=i−s[αk − μk(s)]2

L − 1
(2)

where

μk(s) �
∑i+s

k=i−s αk

L − 1
. (3)

3Note that, by normalizing the acceleration vector (for the p-
feature), we are implicitly assuming that no linear acceleration is
present (i.e., the device is still) and only the gravity acceleration con-
tribution (i.e., 1 g) is measured by the accelerometer. Note that, al-
though this assumption is not always true, in the majority of human
movements it is true that the magnitude of the linear acceleration is
rather lower than that of the gravity component.

4More details about the definition of the window, especially at the
borders of the acceleration signal, are given in [8].

It can be observed that σi(s) is always larger than or
equal to 0 – typically, it is not considerably larger than
1 (due to the expression of the accelerometric data in g
units). While evaluating the classification performance
of the proposed algorithm, s is set to 7 samples and,
therefore, the dev-features are computed on a window
of length L = 15 samples (i.e., 0.5 s).

2.2.2. The general idea
Considering a single activity a ∈ A, the output of

an activity classification algorithm is given by a binary
sequence w(a) = (w1(a), w2(a), . . . , wN(a)) where
wi(a) = 0 if a is not detected at epoch i (the index
i runs over the samples of the collected acceleromet-
ric data sequence) or wi(a) = 1 if a is detected. In
particular, w(a) contains “activity windows” (disjoint
groups of consecutive “1”s), within which the activity
a has been detected. The length of each activity win-
dow is recursively determined – using three parame-
ters �1, �2, and �3, optimized independently for each
activity. This process will be described later.

For each considered activity, the proposed activity
classification algorithm aims at automatically selecting
the best nodes in the BSN and the corresponding most
significant feature types, that can best discriminate the
occurrence of the considered activity (e.g., the thigh
node is intuitively one of the best nodes to estimate a
“sit” activity, whereas the feet nodes give relevant in-
formation about the “walk” activity). More formally,
let us define as F = {f1, f2, . . . , fF } (with cardinality
|F | = F ) a set of features where the generic feature
f ∈ F corresponds to a feature “type” (p-feature or
dev-feature) associated with a specific node. As an ex-
ample, referring to Fig. 1, f = 1p is the p-feature ex-
tracted from the thigh node (i.e., node 1) and f = 7d
is the dev-feature extracted from the tibia node (i.e.,
node 7). In the following, when referring to the value
of a feature, we will implicitly refer to the value of the
“embedded” feature type. Furthermore, given a spe-
cific activity a, C∗

a ⊂ F represents the subset of the
most significant features used to classify activity a.5

The proposed algorithm identifies activities by prop-
erly thresholding the selected features. In particular,
referring to a given feature f , an activity a is consid-

5Note that, throughout this paper, the term “optimal” and the su-
perscript “*” are equivalently used with reference to the tunable pa-
rameters considered in the proposed algorithm. Furthermore, if not
stated otherwise, the optimality is always intended in terms of clas-
sification performance through the f1 score (when activities are in-
dependently considered) and the weighted f1 score (when activities
are combined together).
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ered as detected at the samples in correspondence to
which the feature (type) is between the (lower and up-
per) thresholds t1(a, f ) and t2(a, f ), which are specif-
ically derived and optimized independently for each
activity a and for each feature f . The optimal values
{t∗1 (a, f )}a∈A,f ∈C∗

a
and {t∗2 (a, f )}a∈A,f ∈C∗

a
are deter-

mined in the training phase, as will be described later.
In order for the activity classification algorithm

to output a single sequence w = (w1, w2, . . . , wN)

(where wi = 0 if no activities are detected and
wi = a if activity a is detected, i.e., wi(a) = 1),
since wi(aj ) = wi(ak) = 1 may happen for some
i ∈ {1, 2, . . . , N} and for some j �= k, with j, k ∈
{1, 2, . . . , A}, different priorities need to be assigned
to the activities. The priorities are denoted as q =
(q(a1), q(a2), . . . , q(aA)), where each element (which
indicates the priority of each considered activity) can
assume real values in [0, 1]. The priorities’ list q must
be interpreted as follows: if q(ai) > q(aj ), with
i, j ∈ {1, 2, . . . , A}, activity ai has a higher priority
than activity aj . The priority assigned to an activity is
strongly related to the confidence in correctly detecting
that activity and is based on the evaluation of specific
performance metrics, which are evaluated in the train-
ing phase, as will be described later. In this way, the
output sequence w is an (A+1)-ary sequence of activ-
ity labels, where the label of the activity with highest
priority is selected in the cases where more than one
activity is detected at the same epoch. The optimal pri-
orities’ list q∗ is determined in the training phase, as
described later.

2.2.3. Activity classification
The online phase of the proposed algorithm is based

on three main steps: (i) a first coarse classification
step; (ii) a refinement step; (iii) and a final priority-
based activity combination step.

Concerning the first coarse classification step, which
is executed independently for each activity to be clas-
sified, a specific activity a is detected at epoch i (i.e.,
wi(a) = 1) if all the features belonging to C∗

a are com-
prised between the corresponding optimal thresholds
{t∗1 (a, f )}f ∈C∗

a
and {t∗2 (a, f )}f ∈C∗

a
.

In the first coarse classification step, a single occur-
rence of an activity can be missed (because of little
pauses or random movements). This can be avoided,
or at least mitigated, by applying to the detected ac-
tivity windows a refinement step which takes into ac-
count the length of the estimated activity windows.
More specifically, given a specific activity a, in our im-
plementation the refinement step is based on the fol-

lowing sequential operations: (1) every “null window”
(a group of consecutive “0”s), with a length (in terms
of number of samples) shorter than �∗

1, is switched to
an activity window (and incorporated in the preceding
and following activity windows, which are then fused
together); (2) every activity window with a length
shorter than �∗

2 is turned into a null window; (3) step 1
is repeated considering now every null window with a
length shorter than �∗

3.
Finally, the priority-based activity combination step

consists in combining the sequences w(a1), w(a2), . . . ,
and w(aA) into a single sequence w of activity labels,
on the basis of the optimal priorities q∗ assigned to the
activities.

2.2.4. Algorithm training
In order to work effectively, the proposed algorithm

needs to be properly trained by exploiting the part of
collected data for which the occurrences of the activity
of interest are correctly (manually) labeled. The train-
ing phase aims at estimating the optimal values of the
key parameters that will be used in the online phase.
In particular, for each activity a the following parame-
ters need to be estimated: (i) the optimal subset of fea-
tures C∗

a , along with the corresponding optimal thresh-
olds {t∗1 (a, f )}f ∈C∗

a
and {t∗2 (a, f )}f ∈C∗

a
; (ii) the opti-

mal thresholds �∗
1, �∗

2, and �∗
3, used to refine the es-

timated activity windows; (iii) the optimal activities’
priorities list q∗, over all activities.

A detailed flow diagram of the implementation steps
of the training phase of the proposed algorithm is
shown in Figs 2, 3, and 4 and will be now described,
distinguishing between its three component blocks (the
same of the online phase): (i) the first coarse classifi-
cation step; (ii) the refinement step; and (iii) the final
priority-based activity combination step.

Coarse classification At the beginning of the coarse
classification step, shown in Fig. 2 and executed for
each activity a, the set F = {f1, f2, . . . , fF }, whose
elements are all the initial features, must be (manually)
defined. Similarly, the set S (with cardinality |S| = S)
accounts for different ways (each way is identified by
a partition s = (ST/SO)) of separating the (train-
ing) dataset into the two subsets ST and SO (s will
be denoted as “separation”). Finally, R (with cardinal-
ity |R| = R) accounts for possible values of “confi-
dence,” which will be given in terms of a given per-
centage of the Probability Mass Function (PMF) char-
acterizing the values of the selected feature for the ac-
tivity of interest, considered to derive the thresholds
{t1(a, f )}a∈A,f ∈F and {t2(a, f )}a∈A,f ∈F – more de-
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Fig. 2. Detailed flow diagram of the implementation steps of the proposed algorithm’s training phase: the first coarse classification step.

tails about confidence are provided below with an ex-
ample. Note that the separation into the two subsets ST

and SO is done in order to cross-validate the statistical

performance of the algorithm, i.e., to assess how the
algorithm’s performance will generalize with an inde-
pendent dataset. In the machine learning field, this is a
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Fig. 3. Detailed flow diagram of the implementation steps of the proposed algorithm’s training phase: the refinement step.

common practice used to derive unbiased performance
of an algorithm, especially when only training data are
available [5].

The goal of the first part of the coarse classifica-
tion step is to estimate and store the activity win-
dows {w(a, f, r, s)}a∈A,f ∈F ,r∈R,s∈S . As already ex-
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Fig. 4. Detailed flow diagram of the implementation steps of the proposed algorithm’s training phase: the final priority-based activity combination
step.

plained in Section 2.2.3, the activity windows are de-
rived, for a given activity a, by applying to each fea-
ture f ∈ F (considering the dataset SO associated
with the selected s) the (properly estimated) thresholds

t1(a, f, r, s) and t2(a, f, r, s) – unlike in the online
phase, t1 and t2 depend not only on a and f , but also
on s (as, obviously, the thresholds depend on the used
data-set) and r (as the “width” between the thresh-
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olds depend on the desired confidence – the larger, the
higher the required confidence).

In order to clarify the process which leads to the
identification of the thresholds for activity classifica-
tion, we consider an example relative to the acceler-
ation signals produced at the thigh node (i.e., node 1
in Fig. 1) and used to detect the “sit” activity. An il-
lustrative description of the thresholds estimation step
is shown in Fig. 5: the p-feature (i.e., f = 1p) and
the dev-feature (i.e., f = 1d), shown in Fig. 5(b),
are first extracted from the acceleration signals (shown
in Fig. 5(a), in the x, y, and z axes) and evaluated
discretely in the “sit” intervals (assuming that a =
sit and for a given s ∈ S) in order to obtain their
PMFs in such intervals (the PMFs of the p-feature
and the dev-feature are shown in Figs 5(c) and 5(d),
respectively). Given a, f , s, for each value of r ∈
R, the thresholds t1(a, f, r, s) and t2(a, f, r, s) are
then chosen as the extremes of the shortest interval
(t1, t2) which comprises at least r% of the probability
mass.

The second part of the coarse classification step, still
performed independently for each a ∈ A, is based on
the fusion of different combinations of the previously
stored activity windows {w(a, f, r, s)}f ∈F ,r∈R,s∈S .
The goal is to find, for each activity, the optimal com-
bination G∗

a (among the G possible combinations),
where the generic combination Ga is associated with
a possible subset of features Ca ⊂ F and two val-
ues of r , i.e., rp and rdev, from which the thresholds
t1(a, f, r, s) and t2(a, f, r, s) can be estimated when
the considered f is, respectively, a p-feature or a dev-
feature. An example, a possible instance of Ga could
be (Ca = {1d, 1p, 4p}, rp = 93%, rdev = 97%).

Given a combination Ga and a separation s ∈
S , the set Wa(Ga, s) is defined as the subset of
{w(a, f, r, s)}f ∈F ,r∈R with (f, r) ∈ Ga . The se-
quences of activity windows in Wa(Ga, s) are then
fused together (and stored for future use) into a sin-
gle sequence of activity windows w(a,Ga, s), ob-
tained from the “logical AND” of all the consid-
ered sequences of activity window. The f1 score of
w(a,Ga, s), denoted as F1a(Ga, s), is then computed
and stored. By averaging {F1a(Ga, s)}s∈S over all pos-
sible separations in S and denoting this average as
F1a(Ga) = ∑

s∈S F1a(Ga, s)/S, the optimal G∗
a is

selected as follows:

G∗
a = arg max

Ga

F1a(Ga). (4)

Fig. 5. Description of the thresholds estimation step, which appears
in Fig. 2, for an illustrative acceleration signal produced at the thigh
node: (a) acceleration signal (the x, y, and z components are high-
lighted); (b) p-feature (straight line) and dev-feature (dashed line)
extracted from the previous acceleration signal; PMFs of (c) p-fea-
ture and (d) dev-feature evaluated in the “sit” intervals.
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Refinement The next refinement step, shown in Fig. 3
and executed for each activity a, retraces the oper-
ations of the previous step in order to estimate the
optimal thresholds L∗

a = (�∗
1, �

∗
2, �

∗
3) used to refine

the previously estimated activity windows, but con-
sidering now just the optimal combination G∗

a . To this
end, three sets L1 ⊂ N, L2 ⊂ N, L3 ⊂ N are de-
fined.6 Given a separation s ∈ S , all possible com-
binations of �1 ∈ L1, �2 ∈ L2, and �3 ∈ L3 are
used to refine the previously estimated sequence of
activity windows w(a,G∗

a , s) as already described in
Section 2.2.3. For every considered combination of
�1 ∈ L1, �2 ∈ L2, and �3 ∈ L3, the refined sequences
of activity windows {wREF(a,G∗

a , s, �1, �2, �3)}s∈S
are then stored (for future use) and their f1 scores
{F1a(G∗

a , s, �1, �2, �3)}s∈S are computed and stored.
By averaging {F1a(G∗

a , s, �1, �2, �3)}s∈S over all pos-
sible separations in S and denoting this average as
F1a(G∗

a , �1, �2, �3) = ∑
s∈S F1a(G∗

a , s, �1, �2, �3)/S,
the optimal thresholds L∗

a are selected as follows:

L∗
a = (�∗

1, �
∗
2, �

∗
3) = arg max

(�1,�2,�3)

F1a(G∗
a , �1, �2, �3).

(5)

Priority-based activity combination During the fi-
nal step, shown in Fig. 4, the optimal list of activi-
ties’ priorities q∗ is estimated. To this end, a set of
performance metrics M = {m1,m2, . . . , mM } (where
|M| = M) is considered. Specifically, in this work
we consider the following performance metrics (de-
fined as in Section 2.1): (i) f1 score, (ii) precision,
(iii) recall, (iv) specificity, and (v) accuracy. First,
given an activity a and a separation s, every per-
formance metric m ∈ M is used to evaluate the
performance associated with the sequence of activ-
ity windows wREF(a,G∗

a , s,L∗
a) and the correspond-

ing value zm(a, s) is stored. For given activity a

and metric m, the obtained values {zm(a, s)}s∈S are
then properly averaged over all possible separations
s ∈ S and the resulting zm(a) = ∑

s∈S zm(a, s)/S

is used to compose (and store) a priority-based list
of activities qm = (qm(a1), qm(a2), . . . , qm(aA)) �
(zm(a1), . . . , zm(aA)). Specifically, the priorities’ lists
{qm}m∈M defines the priorities assigned to every ac-
tivity according to the specific performance metric m.

6These values should be properly chosen in the order of at most a
few seconds in order to filter out just the windows of samples which
correspond to little pauses or random movements.

At this point, for given s ∈ S and m ∈ M, the A se-
quences of activity windows {wREF(a,G∗

a , s,L∗
a)}a∈A

are combined together, on the basis of the priori-
ties’ list qm, resulting in a single sequence of activ-
ity windows w(s,m) and the corresponding weighted
f1 score, denoted as F1w(s,m), is computed and
stored. By averaging {F1w(s,m)}s∈S over all pos-
sible separations in S and denoting this average as
F1w(m) = ∑

s∈S F1w(s,m)/S, the optimal q∗ =
(q∗(a1), q

∗(a2), . . . , q
∗(aA)) is then estimated as the

list q∗
m where the metric m∗ is selected as follows:

m∗ = arg max
m

F1w(m). (6)

At the end of the training phase, for each activity a,
the optimal G∗

a is used to further estimate the optimal
thresholds {t∗1 (a, f )}f ∈C∗

a
and {t∗2 (a, f )}f ∈C∗

a
, which

will be actually used in the online phase, with the only
difference that the entire training dataset is now con-
sidered to derive them. Therefore, for each activity a,
the following optimal parameters have to be stored for
future use in the online phase: C∗

a ; {t∗1 (a, f )}f ∈C∗
a

and
{t∗2 (a, f )}f ∈C∗

a
; L∗

a = (�∗
1, �

∗
2, �

∗
3). Finally, the optimal

list of priorities q∗ = (q∗(a1), q
∗(a2), . . . , q

∗(aA)),
over all possible activities, is also stored.

3. Results and discussion

The performance of the proposed algorithm has
been evaluated for the classification of activities re-
lated to modes of user locomotion. In particular,
A = 4 activities are considered: stand, walk, sit,
and lie (i.e., A = {stand, walk, sit, lie}). In Sec-
tion 3.1, we outline the considered configurations of
nodes and features for the proposed algorithm and
the following existing classification algorithms (as
anticipated in Section 1): the k-NN (with k = 1
and k = 3), the NCC, the LDA, and the QDA –
more details about their practical implementation are
given in [4,5,12]. All the algorithms (for all possi-
ble configurations) are tested on the same dataset,
which, for the purpose of repeatability, takes into ac-
count four different subjects [14]. In all cases, R =
{90, 91, 92, . . . , 100}, L1 = {0, 1, 2, . . . , 60}, L2 =
{0, 5, 10, . . . , 200}, L3 = {0, 5, 10, . . . , 200}, M =
{f1 score, precision, recall, specificity, accuracy}, and
S = 4 different separations of the training dataset are
considered. The obtained classification performance
results are presented in Section 3.2. In Section 3.3, the
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time complexity of all considered algorithms is sum-
marized. Finally, in Section 3.4 the robustness of the
proposed algorithm against rotational noise is investi-
gated, as this is particularly meaningful for BSN-based
activity classification applications.

3.1. Configurations of nodes and features

Overall, we consider 38 different configurations of
nodes (and feature types): configurations 1–31 (with at
most 7 nodes) apply to the proposed algorithms and
the four considered existing classification algorithms
(k-NN, NCC, LDA, and QDA) and rely on the use of
accelerometric data; configurations 32–38 (with more
than 7 nodes) apply only to the four considered ex-
isting classification algorithms and rely on the use of
other (besides accelerometers) inertial sensors (e.g.,
magnetometers). Each configuration involves a spe-
cific nodes’ configuration, explicitly shown in the x

axis of Fig. 6 (which will be described in the next sub-
section) with reference to the node number in Fig. 1.

Note that, given a set of activities that need to be
classified, the number and placement of the devices
could be preliminary devised and used by determin-
ing which devices may provide the most different sig-
nal patterns in correspondence to different activities.
However, in this work we take advantage of the fact
that an exhaustive dataset was provided in the Oppor-
tunity Challenge [4,14,18], since the BSN used to ac-
quire the given dataset was composed by a large num-
ber of sensor devices placed all over the users’ body.
The automatic selection of the best devices and fea-
tures is then left to the “artificial intelligence” of the al-
gorithm (specifically, during the training phase). In this
way, some sensor devices, which could have appeared
to be intuitively useless at classifying some activities,
may be instead selected as good candidates. Further-
more, once the best set of devices is determined, the
proposed approach also allows to automatically deter-
mine the best subset of devices and features for each
activity that has to be classified and such subset may
likely change from activity to activity.

The choice of the nodes’ feature types for each clas-
sification algorithm can be summarized as follows.

– Configurations 1–31; proposed algorithm. On-
ly p-features and dev-features are considered.
Specifically: for nodes 7, 1, 2, and 6 (namely,
the nodes of the main vertical segment of the hu-
man body) both types of features are extracted;
for nodes 13, 19, and 21 (feet nodes and a second

Fig. 6. Average (over 4 subjects) classification performance (i.e.,
weighted f1 score) as a function of the considered configurations
of nodes. The performance of the proposed algorithm is compared
with that of some existing algorithms, averaging the performance of
the four considered subjects. For every configuration, the considered
subsets of BSN nodes (numbered as in Fig. 1) are highlighted. The
features per configuration and per algorithm are properly selected as
summarized in Section 3.1.

node for the back) only the d-feature is extracted.
In particular, at most F = 11 features are consid-
ered (for instance, the set of features of Config-
uration 1 is F = {1p, 2p, 6p, 7p, 1d, 2d, 6d, 7d,

13d, 19d, 21d}).
– Configurations 1–31; k-NN, NCC, LDA, and

QDA algorithms. For all the nodes, the mean
of every acceleration component within a sliding
window is considered, leading to 3 features ex-
tracted at each node. Therefore, at most F = 21
features are considered.

– Configurations 32–38; k-NN, NCC, LDA, and
QDA algorithms. For all the nodes, the mean
of every acceleration component within a slid-
ing window is still considered (as in the previous
case). In addition, for configurations from 34 to
38, the mean within a sliding window is also com-
puted for the 3 components of the gyroscope and
magnetometer signals, or some combinations of
them, as summarized below:

∗ for configuration 34: every node equipped with
gyroscope and magnetometer (i.e., nodes from
13 to 21) produces 6 additional features (3
from gyroscope and 3 from magnetometer);

∗ for configuration 35: 6 additional features (3
from gyroscope and 3 from magnetometer) are
extracted at node 13;
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Fig. 7. Average (over 4 subjects) classification performance (i.e., weighted f1 score) as a function of the considered (a) number of nodes and
(b) number of features. For each considered algorithm, the configurations which use the same number of (a) nodes or (b) features have been
averaged together.

∗ for configuration 36: 3 additional gyroscopic
features are extracted at node 13;

∗ for configurations 37 and 38: 3 additional mag-
netometric features are extracted at node 13.

3.2. Classification performance

The performance of the proposed algorithm has
been evaluated for 31 different configurations of nodes
in order to determine the optimal subset of BSN nodes
(and, thus, of features) useful for the activity classifica-
tion. In particular, in Fig. 6, the performance of our al-
gorithm (in terms of F1w) is shown as a function of the
configurations of nodes, averaging over the considered
four subjects. A comparison with the performance ob-
tained with the other considered algorithms, run with
the same configurations of nodes, is also shown. Note
that the performance of these algorithms is also eval-
uated for more complex configurations of nodes (for
a total of 38 configurations), which consider the use
of a larger number of nodes and features. It is easy to
observe that, in most of the considered configurations
of nodes, our algorithm outperforms the other ones.
It can also be seen that some of the reference algo-
rithms (in particular, k-NN and QDA) have similar per-
formance to ours, but only when considering, in their
cases, more complex configurations with larger num-
bers of nodes and features. Note also that the central
“hole” in Fig. 1 is associated with those configurations
of nodes (namely, 15, 16, 17, 18, and 21 in Fig. 6)
which do not use node 1 (the thigh node) in Fig. 1,
i.e., a key node in discriminating between sit and stand
activities. A similar observation can be made for con-

figuration 31 (as denoted in Fig. 6), which hardly dis-
criminates between stand and walk due to the absence
of both feet nodes (namely, nodes 19 and 21 in Fig. 1).

In order to better investigate the impact of the num-
ber of nodes on the performance of the considered al-
gorithms, in Fig. 7(a) the performance of the consid-
ered algorithms is properly averaged over all configu-
rations with the same number of nodes. It can be ob-
served that, for a given number of nodes in the BSN,
our algorithm, making use of configurations with at
most 7 nodes, outperforms the others. Moreover, with
only 7 nodes, our algorithm outperforms all existing
algorithms, including the k-NN and QDA, run with a
much larger number of nodes (e.g., 21).

Another aspect to take into account is the number
of features used in the algorithms. Unlike the existing
algorithms, where each node generates at least three
features,7 our algorithm is such that a maximum of
two features (i.e., the p-feature and the dev-feature)
can be extracted at each node. In Fig. 7(b), it is then
shown how the algorithms’ performance changes with
respect to the considered overall number of features
(over all nodes). It can be concluded that our algorithm
provides the same, or even better, performance, with
respect to the other algorithms, using a significantly
smaller number of features. The number of used fea-
tures has a significant impact on the time complexity

7The typical features computed at each node are the mean of every
acceleration component within a sliding window. In addition, other
six features are considered for nodes provided with gyroscopes and
magnetometers. A standard deviation-related feature has been also
used giving however poor performance.
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of a classification algorithm, as it will be explained
in Section 3.3, allowing a better real-time applicabil-
ity of our algorithm with respect to the others. As pre-
viously observed, k-NN and QDA are the only algo-
rithms which can achieve, for a very large number of
features (over 110), a performance similar to that of
our algorithm (using only 11 features).

For the sake of completeness, we want to highlight
that, if the previously cited configurations 15, 16, 17,
18, 21 in Fig. 6 (which do not use node 1 in Fig. 1) are
not taken into account for the evaluation of the curves
in Fig. 7, the performance of our algorithm improves
significantly more (in relative terms) than those of the
other algorithms.

Finally, on the basis of the previous results, config-
uration 22 (as denoted in Fig. 6) can be identified as
the best configuration of nodes for our algorithm. In
particular, it needs 5 nodes (namely, nodes {1, 2, 13,
19, 21} in Fig. 1) and generates F = 7 features (5
dev-features, one per node, and 2 p-features, associ-
ated with nodes 1 and 2 in Fig. 1). Using this config-
uration, our algorithm obtains a value of F1w around
85%. The second best algorithm, i.e., the k-NN (with
k = 3), reaches a value of F1w around 77% using
15 features (more than twice the number in our al-
gorithm) and more sensors (indeed, gyroscopes and
magnetometers are available in nodes {13, 19, 21} in
Fig. 1). Furthermore, the best among the other algo-
rithms (again, the k-NN with k = 3) obtains its highest
F1w score (namely, F1w = 84%) using a significantly
more complex configuration (namely, configuration 34
in Fig. 6), which comprises a total of 21 nodes and
F = 113 features.

3.3. Time complexity

The time complexity of the proposed algorithm has
been evaluated and compared with those of the clas-
sification algorithms previously considered for per-
formance comparison.8 In particular, it is possible to
prove that the time complexity of the online phase of
our algorithm is a linear function of the number of fea-
tures F and the number of activities A. In Table 1,
the time complexity of our algorithm is reported along
with those of the other considered algorithms [5,12].

8Recall that, we here consider the time complexity of the online
phase due to its impact on real-time applicability of the algorithm
and due to the fact that the training phase should be performed just
once (offline), provided that the BSN configuration does not change
over time.

Table 1

Time complexity of the online phase for the considered algorithms

Algorithm Time Complexity

proposed, NCC, LDA, and QDA O(F · A)

k-NN O(F · D)

It can be observed that the time complexity of all al-
gorithms is a linear function of the number of fea-
tures F . In addition, our algorithm, the NCC, LDA,
and QDA algorithms have a complexity linearly de-
pendent on the number of activities A, but independent
of the training dataset size D, whereas the time com-
plexity of the k-NN algorithm depends linearly on D

and is independent of A. Two considerations can now
be made about A, D, and F :

– the number of activities is typically quite larger
than the size of the training dataset (i.e., A � D);

– the classification performance of the proposed al-
gorithm, when considering a few features (i.e.,
for small values of F ), is far better than those of
the NCC, the LDA, and the QDA algorithms (and
also slightly better than that of the k-NN algo-
rithm).

For these reasons, it can be concluded that our al-
gorithm (i) guarantees the best compromise between
classification performance and time complexity and
(ii) outperforms, for a given number of features, the
other algorithms.

3.4. Robustness to noise of the proposed algorithm

A typical problem of a real BSN scenario consists
of unwanted rotations in the displacement of the BSN
nodes, that can differ between the training and the
online phases. It is then of interest to investigate the
robustness of BSN-based activity classification algo-
rithm to rotational noise. To this end, artificial ro-
tational noise has been added to the accelerometric
data, simulating possible rotations of a device around
its three reference axes. We remark that modeling
rotations around the accelerometer axes, rather than
around the body axes, is just an assumption, which is
made to avoid taking devices position shifts also into
account. It is, however, a reasonable assumption, since
the position shifts would be rather limited.

Two considerations can be preliminary made: the
dev-feature is actually insensitive to rotational noise,
due to its definition; the p-feature is invariant to rota-
tional noise around the axis about which the feature
is measured (i.e., the one parallel to the related body
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Fig. 8. Average (over 4 subjects) classification performance (i.e., weighted f1 score) of the proposed algorithm in the presence of simulated
rotational noise: (a) the weighted f1 score as a function of the intensity of the simulated rotational noise; (b) the admissible range of rotations
as a function of the weighted f1 score. The previously estimated optimal configuration of nodes (i.e., configuration 22, as denoted in Fig. 6) is
considered. Indicative thresholds (dashed lines), corresponding to an admissible minimum performance of F1w = 70%, are also shown in two
subfigures.

segment, which we assume to be the y axis for every
device). For such reasons, the rotational noise is then
being only added to p-features and the device rotations
have been simulated only around its other two axes,
namely (due to the previous assumption) the x and z

axes. More specifically, from now on, we assume that
the x axis is directed from the front to the back of the
user, whereas the z axis is directed from his/her right
side to his/her left side. For ease of simplicity, we only
simulate rotations around one axis at a time.

In Fig. 8(a), the average performance of our al-
gorithm (averaged over the 4 considered subjects) is
shown as a function of the intensity of the simulated
rotational noise (in terms of degrees of rotation with re-
spect to the initial orientation), for the previously esti-
mated (at the end of Section 3.2) optimal configuration
of nodes (i.e., configuration 22, as denoted in Fig. 6).
In Fig. 8(b), for the same configuration 22 (as denoted
in Fig. 6) and averaging over the same 4 subjects, the
curves show the range of rotations that can be applied
to the nodes in order to keep a user-defined admissible
minimum performance (in terms of weighted f1 score).
The results in Fig. 8 show that our algorithm, possi-
bly due to the nature of the activities that we want to
classify, suffers less from rotations around the z axis
than those around the x axis. As an example, if one
accepts as a minimum acceptable performance a F1w

equal to 70%, a system using the proposed algorithm
can tolerate rotations in the range of [−10◦, 10◦].

We also remark that, due to the realistic data collec-
tion (often operated in different times with respect to

the training acquisition), the testing data (used in the
online phase) implicitly presents real rotational noise.
Therefore, the results previously presented implicitly
assume that the proposed algorithm has to combat
some rotational noise.

4. Conclusion

In this work, a simple, yet effective, activity classi-
fication algorithm has been presented. Its performance
has been evaluated and compared with that of exist-
ing algorithms. The data used to test the algorithms
are publicly available and, thus, represent a valid and
unbiased benchmark for the evaluation of the perfor-
mance of different algorithms. The proposed algorithm
is based on simple comparisons of properly selected
features with thresholds that are automatically opti-
mized during a preliminary training phase performed
once (offline). In order to simplify the operations of
the online phase of the algorithm, the training phase is
also used to automatically select the optimal subset of
nodes and features to be used.

The time complexity of the proposed algorithm has
also been evaluated. Our results show that its complex-
ity is on the order of that of existing algorithms, but
its performance is better. On the other hand, some of
the existing algorithms show a performance similar to
that of ours at the cost of higher complexity. In partic-
ular, our algorithm significantly outperforms the oth-
ers when using a small numbers of nodes and features.
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Taking also into account its robustness against rota-
tional noise, it can be concluded that the proposed al-
gorithm can be used effectively for real-time activity
classification, especially when some constraints on the
number of BSN nodes are introduced.
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