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A novel model of Internet access networks is proposed, based on fog computing. 

The model hosts applications close to users by relying on virtual machines to 

dynamically move cloud or Web content to nodes located at the edge of access 

networks. Then it performs proactive caching and enforces traffic policies based 

on the interaction between access infrastructure and external applications. 

Analyzing experimental data collected from public Wi-Fi hotspots, the authors 

quantify this approach’s benefits for optimizing bandwidth usage, reducing  

latency, and enhancing quality of experience. Experimental results show the 

fog-based approach can manage a significant portion of download data.
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Internet access networks are now fac-
ing critical challenges related to the 
ever-increasing number and hetero-

geneity of connected devices and the 
strict requirements of new generations 
of services.1 Building networks that just 
provide more resources, or differentiat-
ing access networks for different types 
of services, isn’t the right approach to 
handle the workload and the complexity 
brought about by these new challenges. 
For this reason, academia and indus-
try are developing new network archi-
tectures that take into account the very 
nature of these changes, rather than just 
blindly boosting the underlying network 

bandwidth capabilities. Fog computing is 
a novel paradigm that aims at optimiz-
ing networking, computing, and stor-
age resources and improving the quality 
of service brought to users (in terms of 
latency and throughput), by moving 
resources to the edge of access networks.2 
This approach is set to avoid limitations 
that affect traditional cloud-based solu-
tions, such as low-bandwidth, congestion 
of Internet connection, and infeasibility 
of real-time applications, thus enabling 
new approaches to dynamic resource 
allocation, such as bandwidth usage.

Here, we analyze real data collected 
in the field to evaluate the benefits 
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of fog computing on bandwidth optimization, 
related to functions that would be infeasible 
through a traditional approach. The results of 
this work represent an important validation of 
a fog-based model for Internet access networks, 
which is the first preliminary and essential step 
to legitimize the adoption of new-generation, 
fog-based access networks. This study brings a 
new meaning to fog computing, by transforming 
it from an effective architecture for Internet of  

Things (IoT) applications to a powerful approach 
that can have a disruptive impact on Wi-Fi 
Internet access services, especially in those 
locations where the following are relevant 
issues: Internet bandwidth, high user density, 
or shared infrastructure for Internet users and 
IoT nodes. Illustrative scenarios include cruise 
ships, trains, airplanes, hotels, and convention 
centers. (For others’ work in this area, see the 
related sidebar.)

Related Work on Fog Computing in Access Networks

The evolution of wireless access networks is a topic that 
has been deeply investigated and is rapidly evolving from 

research to deployment in the field. Fog computing is playing a 
key role in the design of future networks.

A well-defined description of fog computing architecture 
is introduced by Flavio Bonomi and colleagues,1 where, even 
if the concept of fog computing is general, the approach is 
mainly focused on Internet of Things (IoT) applications. Other 
works introduce an architecture, similar to the one described 
in this article, including a smart gateway or hub deployed on 
the edge,2,3 but specifically for IoT networks. Luis Vaquero and 
Luis Rodero-Merino4 provide a good picture of fog computing 
technology and challenges. Suksant Lor and colleagues5 pro-
vide an example of storage functions dynamically deployed in 
selected network sections to speed up data transfer.

Other works are focused on specific topics related to 
fog computing, such as security6 and reliability,7 but without 
introducing a specific architecture for users’ access networks. 
Y. Navaneeth Krishnan and colleagues introduce a method 
for moving computation from the cloud to network devices,8 
focusing on the deployment of applications — basically for 
data preprocessing — directly on access network devices. In 
another work, the possibility to use fog-based access points 
and user equipment is envisioned,9 providing a granular distri-
bution and workload based on memory sharing.

Still yet, other works are mainly related to network resource 
management. In particular, Swati Agarwal and colleagues 
propose clustering techniques of sharing data and hardware 
resources to implement flexible management of a distributed 
infrastructure.10 Beate Ottenwälder and colleagues11 present 
a method for placement and migration of virtual machines for 
cloud and fog providers, and Takayuki Nishio and colleagues12 
introduce a system to predict future query regions for moving 
consumers (the method provides information to process events 
early).

Many of the envisioned infrastructure have common 
points with the one we’re proposing. However, our work is 
focused more on leveraging storage capabilities locally pro-
vided by fog nodes, and migrating content according to users’ 

needs and connection resources. Moreover, our work is based 
on the analysis of real data to estimate potential benefits of 
this approach, which can be applied to many other fog-based 
implementations.
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Architecture
The fog-based platform evaluated in this work, is 
an evolution of an infrastructure able to provide 
Internet access, commonly known as a hotspot, 
with user authentication in public locations. This 
novel platform is based on the deployment of local 
nodes able to provide networking functions, com-
putation, and storage close to the edge of the net-
work. For this reason, we refer to this element with 
the general term fog node. It performs authentica-
tion, authorization, and accounting (AAA) func-
tions, like any hotspot access controller, but it also 
has the following three innovative capabilities:

•	 host applications in the form of virtual 
machines (VMs);

•	 dynamically move data to make them locally 
available, introducing an important interme-
diate point of control between end devices and 
the cloud platforms (this function isn’t simply 
caching, but proactive content transfer, man-
aged by applications running on the fog node, 
able to act as an extension in the fog of cloud-
based services or a content repository); and

•	 enforce bandwidth limitation, for specific 
connected devices, based on the interaction 
between the fog node and external applica-
tions through APIs.

Next, we discuss the data we collected and how 
we analyzed it.

Validation Analysis
We analyze collected data to evaluate potential 
benefits introduced by the adoption of a fog-based 
platform on the quality of user experience. In 
examining this information, we’re considering 
how much data can be moved to the fog node for 
local access; how it’s possible to optimize Internet 
bandwidth use by downloading data for future 
local access when the connection is underused 
and leveraging applications running locally on 
the fog node; how to collect useful elements for a 

valid estimation of the storage needed locally in a 
hotel to deploy these services; and how to evaluate 
the impact of interactive bandwidth management.

Experiment Description and Collected Data
We deployed the fog node in three large hotels 
in the city of Milan, Italy, where Caligoo fully 
manages the Wi-Fi Internet access for hotel 
guests. We refer to the three hotels involved in 
this analysis as Hotels A, B, and C. All used data 
are completely anonymous to preserve users’ 
privacy. We collected more than 50,000 connec-
tions from more than 13,800 hotel guests in Feb-
ruary 2015. Because these hotels are mainly for 
business travelers, February represents a reliable 
perspective of normal use. All three locations 
and guests were unaware of the data collection 
to avoid biasing user behaviors with respect to 
usual Internet use. By analyzing the connec-
tions, we were able to collect the following data:

•	 connection start time: (t0);
•	 connection stop time: (t1);
•	 connection duration, derived as (t1 - t0);
•	 the amount of downlink data (bytes) during 

the connection;
•	 the amount of downlink data (bytes) during 

the connection;
•	 the actual bandwidth consumption;
•	 the Internet traffic generated and received 

by each of the three locations; and
•	 the number of connected users.

Data Analysis and Traffic Optimization
The most important data, for the purposes of our 
analysis, are related to the number of users, the 
amount of traffic generated by the connections, 
the bandwidth usage, and the type of traffic. In 
our analysis, we consider all connected devices 
as users. Table 1 reports the following data:

•	 the maximum number of devices connected 
in a single day;

Table 1. Data related to the numbers of connected devices.

Hotel Maximum connected 
devices (per day)

Average connected 
devices (per day)

Total connected 
devices*

Internet 
download traffic 
(Mbytes)

Internet 
upload traffic 
(Mbytes)

Hotel A 767 607.76 9,517 2,285,443 690,781

Hotel B 297 180.48 1,694 990,151 91,425

Hotel C 184 132.48 2,609 379,242 102,130

* The total is for the number of devices that activated at least one connection during the considered period (one month).
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•	 the average number of devices connected in 
a single day;

•	 the total number of devices that activated at 
least one connection during the considered 
period;

•	 the total download traffic (Mbytes); and
•	 the total upload traffic (Mbytes).

We decided to measure bandwidth utilization 
calculating the average value, over a one-hour 
interval, on the number of bytes received and 
transmitted on the fog node interface connected 
to the Internet router. Figure 1 shows the results.

The collected data show clearly that the 
bandwidth consumption isn’t uniform but highly  
variable, and it’s possible to observe periodic 
oscillations within a 24-hour period. The rea-
son of this particular bandwidth use is because 
during the day a large number of hotel guests 
aren’t in the building, but in the evening, as 
they come back, a larger number of people in 
the hotel use Internet connections. This behav-
ior leads to two relevant considerations: hotels 
need high bandwidth Internet connection to 
handle the heavy traffic peaks; and during a 
large portion of the day, the Internet connec-
tion is underused. This is the primary reason 
that this specific scenario would greatly benefit 

from an intelligent content-management sys-
tem, able to move content proactively when the 
connection isn’t used by guests, to reduce traf-
fic when the connection is heavily loaded.

The main goal of this study is to evaluate 
the effect of the capability to run applications 
on the network edge. For this reason, one of the 
key factors is to estimate the amount of traf-
fic that could be proactively cached (or, in gen-
eral, managed) by applications running on the 
fog node, scheduling the download or upload, 
on the basis of the available bandwidth or the 
interaction with local or remote applications. 
We focus on the traffic that can’t be managed 
by traditional caching, based on the general 
idea of multiple access to the same content. We 
identify the traffic related to content that could 
be proactively moved on the local node, before 
the first request for this content has been issued, 
and sometimes even before the user, interested 
in this content, arrives at the hotel. We also 
detect traffic that could be avoided, running 
applications on the local fog node. We refer to 
this traffic as manageable traffic. Our ability to 
proactively move specific content or to avoid 
traffic is made possible by the applications’ fog-
based design, such as the hotel room booking 
system or the Wi-Fi AAA service, which can 

Figure 1. Average bandwidth use in a one-hour period, measured in Hotels A, B, and C. Bandwidth consumption isn’t 
uniform but highly variable, and it’s possible to observe periodic oscillations within a 24-hour period.
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run software modules in the cloud as well as 
on the fog node, and trigger content download 
based on specific events.

To estimate manageable traffic, we analyzed 
the download traffic captured during one week, in 
one location, and then calculated the average over 
24 hours to present meaningful results for a typical 
day. The average number of daily captured packets 
on the hotels' networks was larger than 1,200,000. 
For our purposes, there isn’t an immediate or sim-
ple method to identify manageable traffic by ana-
lyzing captured packets; we thus decided to start 
identifying DNS queries and replies. On the basis 
of the DNS resolution, we classified all the traffic 
from the corresponding IP address as follows.

•	 Well-known. This is traffic from well-known 
sources that are basically known in advance 
to be requested by users, such as popular 
non-real-time multimedia content platforms.

•	 Frequent. We detected specific IP source-
generating traffic to a large number of 
different users. In this group, we identify 
non-real-time traffic related to the authen-
tication system that could be moved to the 
fog node, or to specific events occurring in 
the hotel. We can also envision systems able 
to automatically detect frequently down-
loaded content and automatically move it to 
the fog node.

•	 User-specific. This is a large amount of non-
real-time traffic from a specific source to a 
specific user, such as multimedia or content 
related to entertainment. This traffic could be 
moved in advance to the fog node for a local 
access — for example, as part of the interaction 
between the fog-based infrastructure and the 
room booking system.

•	 Other. The first three categories are considered 
manageable traffic, whereas this last one is 
unmanageable. In the case of traffic from IP 
addresses not corresponding to any DNS reso-
lution, we directly contacted the IP, whenever 
possible, to classify the traffic as described 
before. This analysis is complicated because 
of the presence of traffic from content deliv-
ery network (CDN) platforms, such as Akamai 
or Amazon, that expose their domain names 
hiding the real content and making it impos-
sible to classify the traffic. To avoid an over-
estimation of the manageable traffic, in this 
analysis we consider all the unidentified traf-
fic as unmanageable.

To manage automatically the highly variable 
amount of captured traffic, we decided to orga-
nize the obtained data in chunks, including the 
same amount of captured traffic. Every block 
includes about 1.3 Gbytes and has different 
time extensions, depending on the time needed 
to collect the 1.3 Gbytes.

Table 2 shows the percentage of total traf-
fic, identified as manageable, for every category 
and total. This analysis shows that an average 
amount corresponding to 28.89 percent of the 
total traffic could be managed in a smart way by 
a fog-based infrastructure to optimize the avail-
able resources. We also observed a considerable 
amount of traffic related to specific well-known 
cloud services or platforms such as Facebook, 
Skype, or Microsoft Office 365. We didn’t con-
sider this traffic manageable, because part of 
these applications are real-time, encrypted, or 
out of control in general. But this traffic could 
be managed in collaboration with the service 
provider, leveraging the nature of fog nodes 
that could host third-party VMs. With this 
approach, all the entities that want to provide 
services could produce software agents able to 
run on the fog node to optimize the resources 
usage, mainly in terms of available bandwidth. 
We estimated this traffic (potentially manage-
able) as 29.74 percent of the traffic categorized 
as non-manageable by the previous analysis. 
The manageable traffic thus could rise up to be 
around 50 percent of the total traffic.

Figure 2 shows the non-manageable and the 
manageable traffic, divided in classes, as part of 
the total traffic, distributed during the day, with 
the same approach as Table 2. Figure 3 shows a 
possible redistribution of the manageable traf-
fic, to improve bandwidth use compared to the 
actual total traffic distribution during the day.

Resources Evaluation
Our data analysis provides interesting informa-
tion about the local storage capability needed  
on the fog node to perform content management. 
Considering an optimal bandwidth usage — that  
is, using all the available bandwidth to download  
data to be cached on the node, we can set a the-
oretical upper limit for the local storage capac-
ity on a fog node of 687 Gbytes at Hotel A, 817 
Gbytes at Hotel B, and 47 Gbytes at Hotel C. Ana-
lyzing the captured traffic, we can estimate a 
more realistic value of 5.1 Gbytes of manageable  
traffic that must be cached per day.
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Table 2. Percentages of manageable traffic in an average day.

Part of the day Well-known traffic Frequent traffic User-specific traffic Total

Part 0 16.63 10.81 3.52 30.97

Part 1 27.24 7.35 0.647 35.24

Part 2 11.41 11.21 0.77 23.41

Part 3 5.05 12.48 8.76 26.30

Part 4 7.97 7.20 7.44 22.63

Part 5 19.61 7.95 0.96 28.53

Part 6 14.02 7.76 7.77 29.57

Part 7 11.39 6.27 7.827 25.49

Part 8 14.30 6.48 9.59 30.38

Part 9 10.46 5.12 7.91 23.50

Part 10 17.17 4.55 9.21 30.94

Part 11 16.43 3.97 9.82 30.23

Part 12 12.38 3.57 9.16 25.12

Part 13 15.29 3.54 9.32 28.16

Part 14 15.67 3.45 13.36 32.49

Part 15 17.82 6.00 9.10 32.94

Part 16 11.29 5.26 12.54 29.11

Part 17 18.21 7.09 9.76 35.07

Day total 14.62 6.67 7.59 28.89

Figure 2. Manageable and non-manageable traffic downloaded during the day. The manageable traffic 
is classified as well-known, frequent, or user-specific.
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Bandwidth Management
Most hotels have conference or meeting rooms. This 
leads to deviations from the 24-hour periodic 
pattern of bandwidth consumption (see Figure 1)  
because of specific events hosted during the consid-
ered period of observation. Conferences and meet-
ings are particularly critical because of the high 
density of connected users and the specific needs 
of the speakers who require reserved bandwidth for 
presentations or product demos. This situation can’t 
be managed easily using preconfigured policies or 
rules based on traffic recognition. Our fog node 
dynamically enforces selective bandwidth limita-
tions, to specific connected devices, as a conse-
quence of the interaction with external applications 
through APIs. With this feature, a speaker, simply 
using an application running on his/her device 
(such as a smartphone) can ask for reserved band-
width, calling an API exposed by the fog node. The 
same function can be used by a smart object, such as 
a fire alarm during an emergency, on a shared net-
work. APIs are open only to authorized parties and 
if a request can’t be served, it can be queued, keep-
ing the application informed, and served as soon  
as resources are available, rather than just relying 
on a traditional best-effort approach. This approach 
makes fog-based access networks able to locally 
manage network policies, along with computation 
and storage, as a flexible and shared infrastructure.

The interaction between the fog node and 
local applications lets us dynamically and 

f lexibly manage the available bandwidth. 
This is expedient to deal with complex situa-
tions such as: conferences, with a high den-
sity of connected users with different needs; 
and emergencies, when selected smart objects 
(such as fire alarms) might need to have prior-
ity in shared networks. The collected experi-
mental results show that this new approach to 
the design of access networks has great poten-
tial benefits, in terms of resources optimiza-
tion and performance. Future development of 
this approach will be related to a more detailed 
analysis, considering different types of loca-
tions and studying algorithms for moving con-
tent and optimizing resource usage.�
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Figure 3. Possible downloaded traffic redistribution during the day, compared to the actual total traffic 
distribution. This could optimize bandwidth usage.
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