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Abstract Connectivity in wireless ad hoc and sensor

networks is typically analyzed using a graph-theoretic

approach. In this paper, we investigate an alternative

communication-theoretic approach for determining the

minimum transmit power required for achieving connec-

tivity. Our results show that, if there is significant multipath

fading and/or multiple access interference in the network,

then graph-theoretic approaches can substantially under-

estimate the minimum transmit power required for

connectivity. This is due to the fact that graph-theoretic

approaches do not take the route quality into consideration.

Therefore, while in scenarios with line-of-sight (LOS)

communications a graph-theoretic approach could be ade-

quate for determining the minimum transmit power

required for connectivity, in scenarios with strong multi-

path fading and/or multiple access interference a

communication-theoretic approach could yield much more

accurate results and, therefore, be preferable.

Keywords Ad hoc wireless networks � Sensor networks �
Connectivity � Power control � Transmission range

assignment

1 Introduction

Connectivity is a crucial property in ad hoc wireless net-

working and graph theory [1–14]. If connectivity is

achieved, any pair of nodes in the network can communi-

cate with each other. Network connectivity is tightly

coupled with the transmit power of each node: if this power

is too low, then the network might be disconnected. While

the use of a very high transmit power can make the network

connected, it is undesirable because this may create an

excessive amount of interference. In addition, using a high

transmit power also shortens a node’s lifetime. Thus,

determining the right amount of transmit power that should

be used by each node is an important and challenging task,

especially when the topology of the network is random.

This paper investigates network connectivity from a novel

physical layer-oriented viewpoint [15].

The notion of connectivity commonly used by most

researchers is essentially based on graph theory [13]. More

specifically, the network is said to be connected if there

exists a multi-hop path joining every pair of nodes in the

network. This notion of connectivity is perfectly suitable

for networks with highly reliable communication links,

such as fiber optic networks and the Internet. However,

caution should be exercised when using this notion of

connectivity for an ad hoc wireless network, where the

communication channels are error-prone. It is important to

realize that although there may be a multi-hop path con-

necting source and destination, for a given delay

requirement, the communication between them may not be

possible. In fact, since the wireless links are susceptible to

errors, the route bit error rate (BER) deteriorates as the

number of hops in the route increases. Consequently, the

performance may be unacceptable although there exists a

sequence of links from source to destination. In other
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words, a physical layer-oriented quality of service (QoS),

in terms of maximum tolerable BER at the end of a multi-

hop route, may not be satisfied.

As opposed to following the conventional graph theo-

retic notion of connectivity, in this paper we investigate a

new perspective on network connectivity, where a BER-

based QoS at the end of a multi-hop route is considered. It

will be shown that this communication-theoretic notion of

connectivity provides a more complete viewpoint than the

graph-theoretic one, as the characteristics of the wireless

communication channel are also taken into consideration.

It not only indicates that there are paths between source and

destination, but also specifies whether these paths are of

good quality. We point out that a similar physical layer-

oriented notion of connectivity is also considered in our

earlier works [16, 17]. While the main focus in [16, 17] is

on networks with regular topology, in this paper we extend

our approach to networks with random topology, and we

explicitly (for the first time, to the best of our knowledge)

compare communication-theoretic and graph-theoretic

approaches.

Whether nodes randomly deployed over a geographical

area will be able to form a single connected network

depends on their transmit powers. The relationship among

transmit power, interference, and transmission distance is

explained in detail in [18, 19]. Ideally, each node may use a

different transmit power, which may be adjusted on a link-

by-link basis. However, due to the absence of a central

controller in an ad hoc wireless network with flat archi-

tecture, performing power control on a link-by-link basis is

a complicated and cumbersome task. A simpler solution,

which is more viable for implementation, is to have all

nodes use a common transmit power. This is desirable in

sensor networks where nodes are relatively simple and it

is difficult to adjust the transmit power after deployment.

In this paper, we determine the minimum common trans-

mit power required in order to achieve and maintain

network connectivity from a communication-theoretic

perspective, and we discuss its relation with the value

predicted by a graph-theoretic approach. In order to vali-

date our analytical results, we also present NS-2-based

simulation results on the connectivity of realistic Zigbee

wireless networks.

The rest of this paper is organized as follows. Details

about the network model are given in Sect. 2. The notions

of connectivity, from graph-theoretic and communication-

theoretic perspectives, are described in Sects. 3 and 4,

respectively. The minimum transmit power for connectiv-

ity is analyzed in Sect. 5. Numerical results are presented

and discussed in Sect. 6. In Sect. 7, we provide a discussion

of the global implication of our results. In Sect. 8, we

comment on related work. Finally, conclusions are given in

Sect. 9.

2 Network model

We consider a scenario where N nodes are randomly and

uniformly distributed over a surface with area A. The

location of each node is independent of those of all the

other nodes, as commonly assumed by many researchers

for studying the connectivity problem [6, 7]. The ratio N/A

is defined as the node spatial density and denoted by qs

(units: m-2). With this model, for large N and A, the

number of nodes na in a given area a can be approximated

with a two-dimensional Poisson distribution [20]. The

probability mass function (PMF) of the number of nodes is

given by

Prðna ¼ jÞ ¼ ðqsaÞj

j!
e�qsa; j ¼ 0; 1; 2; . . . ð1Þ

All nodes in the network are assumed to have the same

transmission range, denoted by r. This is typical for a

network where devices use the same transmit power level

(e.g., most commercial wireless cards have a single

transmit power level [21]). As a result, any pair of

nodes can directly communicate with each other if the

distance between them is shorter than r. In wireless

networks, having a direct link between a transmitter and a

receiver means that the signal-to-noise ratio (SNR) at the

receiver is above a required threshold. This implies

that the BER is lower than a maximum tolerable value

(e.g., 10-3).

3 Connectivity from a graph-theoretic perspective

In this section, we briefly discuss network connectivity

from a graph-theoretic perspective. Most of the analysis

presented in this section is based on [6]. According to

graph theory, a network is connected if, in the corre-

sponding graph (with branches associated with existing

links), there exists a multi-hop path from any node to any

other node. A connected graph has only a single component

(i.e., no isolated nodes or disconnected clusters). Therefore,

a necessary (but not sufficient) condition for connectivity is

that there is no isolated node in the network. In other

words, for a network to be connected, each node must have

at least one neighbor within its transmission range r, and

the probability of this event can be computed using (1). Let

U be the number of neighbors within the transmission

range of a node. The probability that a node has at least one

neighbor can be written as

PrðU� 1Þ ¼ 1� PrðU ¼ 0Þ ¼ 1� e�qspr2

: ð2Þ

The network will have no isolated node if all nodes have at

least one neighbor. Since the location of each node is
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independent of those of the others, the probability that

every node has at least one neighbor can be approximated

as [6]

q, Pr (no isolated nodes) � 1� e�qspr2
� �N

: ð3Þ

This probability is computed on the basis of the implicit

assumption that a generic link between any two nodes

directly connected is independent of any other link in the

network. In general, there is correlation among links, i.e.,

links cannot be treated as independent. As a limiting

example, in a scenario with N = 2 nodes, if one node is

connected, then the other automatically is. More specifi-

cally, one can show that the probability of having an

isolated node tends to decrease as more nodes are being

added to the network. The expression in (3) does not take

this effect into account, so the actual probability of having

no isolated node in the network will be higher than what is

predicted by expression (3). In other words, the probability

of network connectedness computed as in (3) is

pessimistic.

Let r0 be the minimum required transmission range such

that the network will have no isolated node with probability

q. From (3), r0 can be expressed as

r0 �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� ln 1� q1=Nð Þ

qsp

s
: ð4Þ

On the basis of the considerations carried out in the pre-

vious paragraph, the actual transmission range predicted by

a more refined graph-theoretic approach would be even

shorter than r0. However, in [6, 22] it is shown, by analysis

and simulations, that r0 is a good approximation for the

actual critical transmission range.

Typically, it is assumed that if each node adjusts the

transmit power so that its transmission range is at least r0,

then network connectivity is achieved. From a graph-the-

oretic perspective, this is correct in the sense that the

network graph is connected. In other words, there is a path

connecting any node to any other node in the network.

However, selecting the transmit power so that a node can

communicate with a neighbor within the range r0 may not

be sufficient for an ad hoc wireless network scenario, as

this would make the BER quality acceptable only for one

link. In other words, it does not guarantee that the errors,

accumulated in each link of the route before the data are

received by the final destination, are still kept at an

acceptable level. Since the wireless communication chan-

nels are error-prone, the QoS, in terms of route BER,

degrades rapidly as the number of links that an information

bit traverses increases. Thus, for multi-hop ad hoc wireless

networks, it is important to take the end-to-end QoS into

account. In the next section, we present a new perspective

on connectivity, where the characteristics of wireless

channels and the BER-based QoS at the end of a multi-hop

route are taken into consideration.

4 Connectivity from a communication-theoretic

perspective

Having routes connecting every source/destination pair is

desirable; however, having routes with good communica-

tion quality is also very important. Motivated by this

observation, we introduce a new notion of connectivity

where the quality of the routes is also taken into consid-

eration. In particular, a network is said to be n-hop-

connected if the QoS condition, in terms of route BER at

the end of a generic n-hop route, can be guaranteed. Since

the network connectivity is defined in terms of route BER

quality, in the following subsections we first derive

expressions for route and link BERs.

4.1 Route BER

In this subsection, we derive an expression for the average

route BER. Let r be the transmission range of each node.

For a network to be n-hop-connected, the average route

BER of every n-hop route, including the worst-case route1

where every hop in the route has the maximum length r,

must meet a desired quality. In this analysis, we will

evaluate the average route BER of the worst-case n-hop

route. The average route BER of a generic n-hop route,

where some hops may be shorter than r, is expected to be

better than that of the worst-case route.

Given the hop length, the propagation pathloss, and the

transmit power, the received signal power observed at the

receiver on each link of the route can be determined [23].

However, in the presence of multiple access interference,

the amount of the interference experienced by the receiver

at the end of each link will vary, depending on (i) the

number of interfering nodes, (ii) their activity and (iii) their

positions with respect to the receiver. Consequently, the

SNR and the BER at the receiving node of each link of

the route will differ, because of the varying (temporally

and spatially) interference signals. Since the positions of

nodes in a 2-dimensional Poisson topology are homoge-

neous (neglecting the border effects), the positions of the

interfering nodes around a receiver in any selected area are

statistically the same. In addition, assuming that every node

has a similar packet transmission rate, the amount of

interference experienced by a receiver would also be

1 The worst case is obviously given by a multi-hop route where all

links have the maximum length, since the attenuation in each link is

highest [23].
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statistically the same. More details on the interference will

be given in the next subsection.

Assuming that all the links of the route are independent

and a bit detected erroneously at the end of a link is not

corrected in the successive links (these are valid assump-

tions for practical link BER values [15]), the average route

BER of the worst-case n-hop route can be written as

BERR ¼ 1� 1� BERL

� �n ð5Þ

where BERL is the average BER at the end of a link with

hop length equal to the transmission range r. The link BER

is evaluated in the following subsection for various com-

munication scenarios.

4.2 Link BER

In this subsection, we analyze the average link BER (i) in

an ideal scenario, where there is no multiple access inter-

ference, and (ii) in a realistic scenario, where multiple

access interference is present. In each of the scenarios, the

cases with (a) strong LOS and (b) multipath Rayleigh

fading will be considered. For simplicity, we assume that

binary phase shift keying (BPSK) is the used modulation

format. However, the analysis can be extended to other

types of modulation formats as well, as will be shown in

Sect. 6.3 in a scenario with M-ary quadrature amplitude

modulation (MQAM). We also assume a free space prop-

agation pathloss model where the pathloss exponent is

equal to 2, but the analytical approach can be straightfor-

wardly extended to other propagation models. In other

words, we assume that the received power at distance r can

be written as:

Pr ¼
aPt

r2
ð6Þ

where

a,
GtGrc

2

ð4pÞ2f 2
c

Pt is the transmit power, Gt and Gr are the transmitter and

receiver antenna gains, fc is the carrier frequency, and c is

the speed of light. In this paper, we assume that the

antennas at the nodes are omnidirectional (Gt = Gr = 1),

and the carrier frequency is in the unlicensed 2.4 GHz

band.

4.2.1 Ideal scenario (no interference)

The ideal scenario without interference could correspond to

the case where a medium access control (MAC) protocol is

effective at suppressing the interference noise (e.g., use of

code division multiple access, CDMA, with perfectly

orthogonal spreading codes). Since there is no multiple

access interference, we assume that the only source of

noise is the Gaussian thermal noise. In the case with strong

LOS and no multipath fading, one can show that BERL can

be expressed as [24]

BER
LOS

L ¼ Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2aPt=r2

Ptherm

s !
ð7Þ

where QðxÞ,
R1

x
1ffiffiffiffi
2p
p e�u2=2du is the standard Q-function,

Ptherm = F k T0 Rb is the thermal noise power, F is the noise

figure, k = 1.38 9 10-23 J/K is the Boltzmann’s constant,

T0 is the room temperature (T0 = 300 K), and Rb is the

transmission data-rate.

In the case with multipath Rayleigh fading and perfectly

coherent demodulation, it can be shown that the average

link BER can be expressed as [24]

BER
Ray

L ¼ 1

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2r2

f aPt=r2

Ptherm þ 2r2
f aPt=r2

s !
: ð8Þ

where 2rf
2 is the mean square value of the fading

coefficient with the following Rayleigh probability

density function (PDF):

fXðxÞ ¼
x
r2

f

e
� x2

2r2
f x� 0

0 otherwise.

(
ð9Þ

The value of rf
2 directly affects the average power of the

received signal. Basically, the SNR increases as the value

of rf
2 increases [24].

4.2.2 Realistic scenario (with interference)

To evaluate the impact of multiple access interference, we

analyze the network in its ‘‘saturated’’ state, i.e., in the

steady-state regime where nodes always have packets to

send. The amount of interference depends on the MAC

protocol in use. For simplicity, we consider a very simple

random access MAC protocol where each node transmits

packets according to a Poisson transmission distribution. In

other words, the time interval between two consecutive

packet transmissions is exponentially distributed with mean

1/k, where k is an average packet transmission rate (units:

pck/s). The non-constant time interval between consecutive

packet transmissions can be regarded as an interference

reduction mechanism, which is commonly used in many

random access MAC protocols (e.g., a random backoff time

is used before each packet transmission in the IEEE

802.11 MAC protocol to avoid collisions [25]). Scheduling-

based MAC protocols, such as opportunistic scheduling, are

not considered in this paper, but their use may lead to an

interesting extension of the current work [26].

Let I be a random variable denoting the multiple access

interference power. Knowledge of the PDF of I is required
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in order to evaluate the exact average link BER. However,

it is analytically difficult to obtain the exact expression of

the PDF of I, and a closed-form expression may not exist.

As a result, we use an approximation which allows one to

evaluate the average link BER more easily. According to

this approximation, we assume that the average link BER

can be expressed as a function of the average interference

power. The accuracy of this approximation will be vali-

dated with simulations.

The average interference power affecting a communi-

cation link can be evaluated as follows. In order to keep the

interference analysis manageable, we first characterize the

area within which the interfering nodes contribute a sig-

nificant amount of interference to the receiver. Normally,

the interfering range of a node is longer than its trans-

mission range. In this paper, as typically done in a

simulation study, we assume the interfering range to be

approximately twice that of the transmission range [27].2

Therefore, we define the effective interference region to be

the circular area with radius 2r centered at the receiver. A

pictorial example of the effective interference region is

shown in Fig. 1. Let Z be a random variable denoting the

distance between an interfering node and the receiver, and

let fZ(z) be the PDF of Z. The average interference power

from a single interfering node can be written as3

E½Psingle
int � ¼

Z1

0

aPtfZðzÞdzþ
Z2r

1

aPt

z2
fZðzÞdz: ð10Þ

According to the considered 2-dimensional Poisson node

distribution, it can be shown that the PDF of Z is

fZðzÞ ¼
z

2r2 0\z� 2r
0 otherwise.

�
ð11Þ

Substituting (11) back into (10), it follows that the average

interference power from a single interfering node is

E½Psingle
int � ¼

aPt

2r2

1

2
þ lnð2rÞ

� �
: ð12Þ

Taking multiple interfering nodes into consideration and

assuming that all nodes interfere (i) independently from

each other4 and (ii) with the same average power, the total

average interference power can be written as

E½Ptotal
int � ¼ E

XNint

i¼1

E½Psingle
int�i �

" #
¼ E½Nint�E½Psingle

int � ð13Þ

where E½Psingle
int�i � is the average interference power from the

ith node and E½Nint� is the average number of interfering

nodes in the effective interference region. Given that there

are at least 2 nodes in the effective interference region

(e.g., at least the transmitter and the receiver), the average

number of interfering nodes can be obtained by subtracting

2 from the average total number of nodes in the effective

interference region. It can be shown that the average

number of interfering nodes is

E½Nint� � 4pr2qs � 2 ð14Þ

where the quantity 4pr2qs corresponds to the average total

number of nodes in the effective interference region—in

this case 4pr2qs� 2; since we assume that there are at least

2 nodes in the effective interference region.5

The total average interference power in (13) is computed

on the basis of the assumption that all the potential inter-

fering nodes transmit simultaneously. However, with the

considered random access MAC protocol, only a fraction

of the nodes will transmit at the same time. In fact, there is

a probability associated with each packet transmission.

Considering the previously introduced random access

MAC protocol with Poisson-distributed transmission, a bit

currently transmitted over a link will be interfered by the

transmission from another node if the latter starts its

transmission at any point within a vulnerable interval with

length equal to L/Rb (units: s) prior to the current time

instant, where L is the number of bits in a packet. In a

scenario with the considered Poisson-distributed transmis-

sion scheme, it can be shown that the probability that a bit

currently transmitted over a link will be interfered by

another node is

RxTx

Interfering Node

z

r

2r

Node not interfering Effective 
Interference 
Region

Fig. 1 Effective interference region for node Rx: it corresponds to

the circle with radius 2r centered at node Rx

2 This assumption of interfering range is for analytical purposes only.

A more conservative assumption, such that the interfering range is

longer than twice the transmission range, can also be used.
3 In computing E½Psingle

int �; for z \ 1, we assume that the interference

power is aPt as opposed to aPt=z2; otherwise, the interference power

will be amplified and not attenuated.
4 This is true for the considered random access MAC protocol

because it does not use carrier-sensing and each node adds an

independent random backoff time before transmitting a packet. 5 See Appendix 1 for more details.
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p ¼ 1� e
�kL

Rb ð15Þ

where L is the packet length (in bits) and Rb is the data rate

(units: bit/s). Taking this interference probability into

account, the effective average interference power can be

written as

E½Peff
int � ¼ pE Ptotal

int

	 

¼ pE½Nint�E½Psingle

int �: ð16Þ

Note that the way the effective interference is computed is

slightly different than the approach presented in [14]. In

this paper, the effect of the interference reduction mecha-

nism in the MAC protocol is also taken into account. This

makes the communication possible even in an environment

with a small pathloss exponent (e.g., 2). This effective

average interference power will be used to approximately

compute the average link BER.

Our prior work suggests that the average link BER, in

the case with strong LOS and no multipath fading, reaches

a floor for increasing values of the node spatial density

[15]. Above this route BER floor, i.e., for sufficiently low

node spatial densities, it can be shown that the interference

power I is accurately modeled by a Gaussian distribution

[15]. This leads to the following accurate approximation

for the average link BER:

BER
LOS

L � max Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2aPt=r2

Ptherm þ bLOSE½Peff
int �

s !
; BERLOS

floor

( )

ð17Þ

where

BERLOS
floor �

p

8
E½Nint� ð18Þ

and bLOS is a constant. After validating this result with

various simulation scenarios, we found that setting

bLOS = 0.4 yields a good approximation. The derivation of

expression (18) for BERLOS
floor can be found in Appendix 1.

Observe that when p = 0, the expression in (17) corre-

sponds to the case with no interference and, as expected,

reduces to that given by (7). To ensure that the average link

BER computed from the average interference power is

accurate, we verify it with a Monte Carlo simulation in

[28]. It is shown that the simulation results and the ana-

lytical results are in good agreement.

In the case with Rayleigh fading and interference, by

applying the Gaussian approximation for the interference

noise, it can be shown that the average link BER has the

same formal expression as in the case without interference,

the only modification consisting in properly taking into

account the average interference power. By careful anal-

ysis and validation with simulations, in the case with

Rayleigh fading and interference, one can show (we omit

the details due to lack of space) that the following

expression is a good approximation of the average link

BER:

BER
Ray

L � 1

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j

Ptherm þ 2r2
f bRayE½Peff

int � þ j

s0
@

1
A ð19Þ

where

j ¼ 2r2
f aPt=r2 ð20Þ

bRay ¼
1� 2BER

Ray
floor

� ��2

�1

1
2

1
2
þ ln 2r

� �
E½Nint�p

ð21Þ

and

BER
Ray
floor �

p

8
E½Nint�

1

1þ r2
þ ln

5r2

1þ r2

� �� �
: ð22Þ

The derivation of BER
Ray
floor can be found in Appendix 2.

Observe that when p = 0, the link BER expression (19)

corresponds to that in the case with no interference and

coincides with (8). The validation of this link BER

expression can be found in [28].

4.3 Connectivity conditions

For an ad hoc wireless network to be n-hop-connected, the

average route BER of every n-hop route must be lower than

the desired threshold. Let BER
req
R be the maximum toler-

able route BER. The network will be n-hop-connected if

the average route BER of every n-hop route is lower than

BER
req
R ; which means that the following condition must be

satisfied:

BERR�BER
req
R : ð23Þ

To guarantee that the average route BER of an n-hop route

is below the desired threshold BER
req
R ; from (5) it follows

that the required average link BER must be lower than the

following critical value:

BER
req
L ¼ 1� ð1� BER

req
R Þ

1=n: ð24Þ

In other words, in order to make the network n-hop-

connected with the required quality, the average link BER

of a receiver within the critical transmission range r0 of the

transmitter must be lower than BER
req
L : In the case with

strong LOS communications, the following condition must

be satisfied:

max Q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2aPt=r2

0

Ptherm þ bLOSE½Peff
int �

s !
;BERLOS

floor

( )
�BER

req
L

ð25Þ

whereas in the case with multipath fading, the condition to

be satisfied is the following:
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1

2
1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j

Ptherm þ 2r2
f bRayE½Peff

int � þ j

s0
@

1
A�BER

req
L ð26Þ

where E½Peff
int � must be computed by substituting r0 for r in

(12) and (16).

5 Minimum transmit power for n-hop connectivity

On the basis of the connectivity concepts discussed in the

previous sections, from both graph-theoretic and commu-

nication-theoretic viewpoints, it is possible to determine

the minimum transmit power required to keep the network

connected with the desired quality. The following

requirements specify how the transmit power should be set

so that n-hop connectivity can be achieved.

– Graph-theoretic viewpoint: the transmit power should

be high enough so that nodes at the critical transmission

range for network connectivity, i.e., at distance r0, can

be reached.

– Communication-theoretic viewpoint:

– in a scenario with strong LOS, the transmit power

must be sufficiently high for the connectivity

condition given by (25) to be satisfied;

– in a scenario with multipath fading, the transmit

power must be sufficiently high for the connectivity

condition given by (26) to be satisfied.

More specifically, in the case with strong LOS com-

munications, the maximum tolerable link BER, i.e.,

BER
req
L ; needs to be higher than the link BER floor

BERLOS
floor; otherwise, the connectivity condition cannot be

satisfied, regardless of the value of the transmit power. If

BER
req
L is higher than BERLOS

floor; it can be shown that the

minimum transmit power required to satisfy the connec-

tivity condition given by (25) is

Pmin;LOS
t ðnÞ¼Pthermr2

0

2a
Q�1ðBER

req
L Þ

	 
�2
n

�1

4

1

2
þln2r0

� �
bLOSpE½Nint�

�1

ð27Þ

where n is the number of hops in a route and BER
req
L

depends on n and BER
req
R through (24).

Similarly, in the case with Rayleigh fading, the mini-

mum transmit power required to satisfy the connectivity

condition given by (26) is

Pmin;Ray
t ðnÞ ¼ Pthermr2

0

2r2
f a

1� 2BER
req
Lð Þ�2

h

� 1� 2BER
Ray
floor

� ��2
��1

:

ð28Þ

For the ideal scenarios without interference, the minimum

transmit powers in the strong LOS and multipath fading

cases can also be obtained from (27) and (28), respectively,

by simply setting the interference probability p to zero.

6 Results

Numerical results, along with their implications, are pre-

sented and discussed in this section. In all the considered

scenarios, the main network parameter values used in the

analysis are shown in Table 1, unless stated otherwise.

6.1 Average number of hops

The expressions for the minimum transmit powers obtained

in Sect. 5 are functions of the number of hops n in a

communication route. Thus, given n, the minimum transmit

power required for n-hop connectivity can be determined.

The next logical question that a network designer might ask

is the following: what would be an appropriate value of n to

be considered for a network with N nodes? In other words,

given a network with N nodes, what level of connectivity

should be imposed? This would certainly depend on the

operative network requirements. For example, to guarantee

that all routes between every source/destination pair meet

the desired quality level, a very stringent requirement given

by nmax-hop connectivity, where nmax is the maximum

number of hops between any source/destination pair,

should be imposed. To assess the connectivity in an aver-

age sense, we propose to use an average number of hops,

denoted by navg. Given navg, one can evaluate the corre-

sponding minimum transmit power according to (27) or

(28). In the remainder of this section, we estimate the

average number of hops of a multi-hop route in a network

with N nodes. In order to make a fair comparison between

graph-theoretic and communication-theoretic approaches,

Table 1 Major network parameters used in the considered scenarios

Parameters Value

Number of nodes (N) 100 nodes

Connectivity probability (q) 0.999

Desired route BER (BERR
req) 10-3

Packet length (L) 103 bits

Data-rate (Rb) 10 Mb/s

Packet transmission rate (k) 0.1 pck/s

Fading parameter (rf
2) 1

Carrier frequency (fc) 2.4 GHz

Room temperature (T0) 300 K

Noise figure (F) 6 dB
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we consider a simple graph-theoretic perspective for the

identification of the average number of hops. The obtained

average value, verified through Monte Carlo simulations,

will be used also in the derivation of the minimum transmit

power according to a communication-theoretic viewpoint.

The number of hops in a route between a source node

and a destination node will depend on the routing protocol.

One of the most common routing schemes used in ad hoc

wireless networks is the shortest path routing scheme,

according to which a route with the smallest number of

hops between source and destination is preferred [29].

Assuming a shortest path routing scheme, the average

number of hops can be estimated with the following

approximation—we emphasize that this is only an

approximation and not the exact computation. Consider a

scenario where N nodes are distributed over a square of

size R 9 R, and the transmission range of each node is r0.

Intuitively, with a shortest path routing strategy, we expect

the average number of hops to be proportional to the

average route distance (not necessarily a straight line) for a

random source/destination pair. The average route distance

should be a function of R and, thus, the average number of

hops between source and destination should be a function

of R/r0. By experimenting with various functions, our

results show that the following heuristic approximation for

the average number of hops is accurate:

navg �
ffiffiffi
2
p

R

2r0

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Np

�2 ln 1� q1=Nð Þ

s
: ð29Þ

To verify the accuracy of the approximation in (29), we

validate it with simulations. In the simulations, we

randomly place N nodes in a square of size R 9 R. The

transmission range of each node is set to r0. After a specific

network topology is formed, we find the shortest path for

each source/destination pair. Then, the number of hops in

the routes between all source/destination pairs are

collected, and their arithmetic average is computed. This

average number of hops is shown, as a function of N, in

Fig. 2. More precisely, in this figure the average number of

hops obtained from the approximation in (29) and the

average number of hops obtained from the simulations are

compared. The 95% confidence interval associated with

each simulation point is also shown. It can be observed that

there is a very good agreement between the heuristic

approximation and the simulation results.

6.2 Impact of multipath fading

In Fig. 3, the minimum transmit power required for n-hop

connectivity is shown as a function of the node spatial

density. Three different values for n, as shown in the figure,

are considered. The minimum transmit powers in the strong

LOS scenario and in the scenario with Rayleigh fading are

compared. In the scenario with strong LOS, it can be

observed that the minimum transmit powers required for

supporting n-hop connectivity in the three cases (i.e.,

n = 1, 4, 8) are not significantly different. This is due to

the fact that all links are characterized by strong LOS

communications. On the other hand, in the scenario with

Rayleigh fading, the minimum transmit power required for

n-hop connectivity varies significantly for different values

of n. Considering the cases with n = 1 and n = 8, it can be

observed that the minimum transmit power values in

the two cases differ by more than one order of magnitude.
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Fig. 2 The average number of hops as a function of N. The results

obtained from the heuristic approximation and those obtained from

the simulations are compared
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Fig. 3 Minimum transmit power as a function of the node spatial

density. Scenarios with strong LOS and with Rayleigh fading,

respectively, are compared
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A 1-hop-connected network (i.e., the case with n = 1)

represents a limiting scenario where there are paths con-

necting pairs of nodes, but the desired quality can be

guaranteed only for 1-hop routes (i.e., direct communica-

tions). In this situation, the quality of data sent to

destinations through routes formed by more than one hop

will not meet the desired level. Since it is evident that the

minimum transmit power required in a case with n [ 1 is

substantially higher than that in the case with n = 1, this

confirms that setting the transmit power (or, equivalently,

the transmission range) without taking the quality of multi-

hop routes into consideration could be misleading. In

addition, comparing, for a given value of n, the minimum

transmit power in the strong LOS case with that in the

Rayleigh fading case, it is clear that multipath fading is a

major factor affecting the minimum transmit power

required for connectivity. In the presence of multipath

fading, a much higher transmit power is required (com-

pared to the case without fading) to achieve network

connectivity. In some cases, the difference between the

minimum transmit powers required for connectivity in

scenarios with and without fading can be as large as 3–4

orders of magnitude. Thus, if the multipath fading can be

mitigated, the transmit power required to make the network

connected will decrease substantially, and a considerable

amount of energy will be saved at the nodes. This, in turn,

will prolong the lifetime of the nodes and, consequently, of

the network.

The reason why an increase in the number of hops has

only a slight impact on the minimum transmit power in the

strong LOS case, but has a significant impact on the min-

imum transmit power in the multipath fading case, can also

be justified analytically. Note that the term which is

directly affected by n in (27) and (28) is BER
req
L : In the case

with strong LOS, corresponding to Eq. 27, BER
req
L is an

argument of the inverse Q-function and, thus, does not

significantly affect the terms in the outermost bracket as n

increases. On the contrary, in the case with multipath

fading corresponding to (28), the terms in the square

bracket are much more sensitive to the value of n.

In Fig. 4, the minimum transmit power for navg-hop

connectivity is shown, as a function of the node spatial

density, in a scenario with multipath fading considering

various values of rf
2. Note that

ffiffiffi
2
p

rf is the root mean

square (RMS) of the received signal power. The BER

improves as the value of rf
2 increases—provided that there

is coherent detection at the receiving node of each link. As

a result, the minimum transmit power required for navg-hop

connectivity decreases as the RMS value increases. In other

words, as the severity of fading reduces, the minimum

transmit power also decreases. These results further con-

firm that multipath fading is a key factor affecting the

minimum transmit power required for connectivity, and a

substantial energy saving at each node can be achieved if

the fading can be mitigated.

6.3 Impact of high-order modulations

A possible extension of the proposed framework consists in

evaluating the minimum transmit power required to guar-

antee connectivity in the presence of high-order

modulations. As an illustrative example, we consider

MQAM. In [30, 31], it is shown that the link BER for an

AWGN (i.e., strong LOS) channel with MQAM and ideal

coherent phase detection can be approximated as follows:6

BER
LOS;MQAM

L � a1 exp � a2

M � 1
SNRL

� �
ð30Þ

where a1 = 0.2 and a2 = 1.5. Expression (30) holds for

M C 4 and 0 dB\SNRL\30 dB; and the specific expres-

sion of the average link SNR depends on the presence/

absence of multi-access interference.

We now derive the minimum required transmit power

with MQAM in a scenario without multi-access interfer-

ence. Since the average link SNR has the following

expression:

SNRL ¼
aPt

r2
:

Setting r = r0, from (30) it is straightforward to show that

the minimum required transmit power to guarantee a link

BER equal to BER
req
L has the following expression:

Pmin;LOS;MAQM
t ðnÞ � ðM � 1ÞPthermr2

0

a2a
ln

a1

BER
req
L

ð31Þ

where BER
req
L is related to BER

req
R and n as shown in (24).

10
−4

10
−3

10
−2

10
−4

10
−3

10
−2

10
−1

10
0

10
1

ρ
s
 [m−2]

P
t
min

[W]

σ
f
2 = 0.5

σ
f
2 = 1

σ
f
2 = 4

Fig. 4 Minimum transmit power required for navg-hop connectivity

as a function of node spatial density in the scenario with Rayleigh

fading. Three values of rf
2 are considered

6 In [30, Eq. (17)], it is shown that expression (30) is a tight upper

bound for the exact link BER.
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From (31), one can see that the minimum required

transmit power is proportional to the cardinality of the

modulation format. This is intuitive: in fact, the higher the

modulation cardinality, the lower its robustness against

noise. Therefore, in order to meet a desired quality of

service (in terms of link BER), the transmit power has to be

increased. In Fig. 5, the minimum transmit power required

for n-hop connectivity is shown, as a function of the node

spatial density, in the cases with M = 4 (4-QAM) and

M = 16 (16-QAM). For comparison, the minimum

required transmit power in the BPSK scheme is also

shown. The strong LOS is assumed in all scenarios. Three

different values for n, as shown in the figure, are consid-

ered for each modulation format. As discussed above,

increasing the value of M requires a higher transmit power

in order to guarantee the same connectivity level. However,

as already observed for BPSK, also in the presence of

MQAM the impact of n is, for a given value of M, minor.

6.4 Impact of multiple access interference

In Fig. 6, the minimum transmit power for navg-hop con-

nectivity is shown, as a function of the node spatial density,

in a scenario with multipath fading. The value of the

minimum transmit power in the ideal (no interference) and

in realistic (with interference) cases (considering k = 0.1

pck/s and k = 0.25 pck/s, respectively) are compared. A

higher packet transmission rate corresponds to a higher

amount of interference. In general, it can be observed that

as the amount of interference increases, the minimum

transmit power required for connectivity also increases.

However, it is worth mentioning that increasing the

transmit power cannot always combat the interference and

make the network connected. In fact, there is a limiting

value of the packet transmission rate, denoted by k*,

beyond which the connectivity cannot be achieved

regardless of the transmit power. This critical packet

transmission rate corresponds to the value of k that makes

the BER floor higher than the required link BER quality,

i.e., the maximum tolerable link BER. More precisely, in

the case with Rayleigh fading, the critical packet trans-

mission rate is such that BER
Ray
floor ¼ BER

req
L : Substituting

BER
req
L for BER

Ray
floor in (22), using a first order Taylor series

expansion centered in zero7 for the expression of p, as a

function of kL/Rb, in (15), i.e., p � kL
Rb
; the critical trans-

mission rate in the case with Rayleigh fading can be

expressed as

k�Ray �
8RbBER

req
L

E½Nint� 1
1þr2

0

þ ln
5r2

0

1þr2
0

� �h i
L
: ð32Þ

If every node transmits at a packet transmission rate higher

than k�Ray; then network connectivity can never be

achieved. The critical packet transmission rate can also be

regarded as the maximum traffic load that the network can

handle while maintaining its connectivity. Knowing the

critical transmission rate helps a network designer deter-

mine an appropriate parameter for the MAC protocol. In

the case with the simple random access MAC protocol

considered in this paper, for example, this corresponds to

making sure that the average packet transmission rate of

each node is below the critical value, or making sure that

the mean time between consecutive packet transmissions is

longer than 1=k�Ray:
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Fig. 5 Minimum transmit power as a function of the node spatial

density in the presence of MQAM, considering M = 4 and M = 16,

respectively. For comparison, the minimum transmit power for BPSK

is also shown. The strong LOS is assumed in all scenarios
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cases with interference (dashed and dotted lines) are compared

7 The first order Taylor series expansion is motivated by the fact that

in typical operative conditions it holds that p � 1, i.e., kL
Rb
� 1:
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Similarly, substituting BER
req
L for BERLOS

floor in (18), the

critical packet transmission rate in a scenario with strong

LOS communications can be expressed as

k�LOS �
8RbBER

req
L

E½Nint�L
: ð33Þ

6.5 Impact of data-rate

In Fig. 7, the minimum transmit power for navg-hop con-

nectivity is shown, as a function of the data-rate, in a

scenario with multipath fading. It can be observed that

there is an optimal data-rate at which the minimum trans-

mit power required for connectivity is minimized. This can

be explained as follows. At low data-rates, it takes a long

time to transmit a packet. Consequently, the vulnerable

interval for which the packet transmission will be inter-

fered is large, and the minimum transmit power required to

keep the network connected must be high in order to

combat the interference. As the data-rate increases, the

vulnerable interval becomes shorter, and the probability

that the packet transmission will be interfered becomes

lower. Thus, the minimum transmit power decreases as the

data-rate increases. However, it must be noted that even

though the interference is reduced, the thermal noise power

increases as the the data-rate increases. Hence, the mini-

mum transmit power starts increasing again for data-rate

values beyond the optimal data-rate. This suggests that the

data-rate also plays an important role in the design of

wireless ad hoc and sensor networks—that is, for a given

node spatial density, if the data-rate is carefully chosen, the

transmit power can be minimized, prolonging the network

lifetime.

In addition, it can be observed that there is a critical

data-rate, below which the connectivity cannot be sustained

regardless of the transmit power. This is the data-rate at

which the minimum transmit power becomes infinitely

large and corresponds to the situation where the corre-

sponding route BER floor becomes higher than the

maximum tolerable route BER. Our results also show that

the critical data-rate increases as the packet transmission

rate increases.

6.6 Tradeoff between transmit power and delay

The minimum transmit power for network connectivity

presented in this paper is computed under the assumption

that there is no packet retransmission in any link of the

route. In some data networking applications (such as delay

tolerant networks), where delay is not a major concern,

packet retransmission may also be allowed. Allowing

retransmission can decrease the minimum transmit power

required to keep the network connected because retrans-

mission improves the packet error rate (PER). In other

words, with retransmission, the desired PER or BER can be

achieved with lower transmit power.

We now compare the minimum transmit power predicted

by our model, in the case where retransmissions are

allowed, with that predicted by the graph-theoretic

approach. Recall that in a graph-theoretic approach, a crit-

ical transmission range r0 for network connectivity is

estimated, and the minimum transmit power for connec-

tivity is determined by finding the lowest transmit power

that makes the SNR at the critical transmission range r0

higher than the required threshold. It is typically assumed

that a node can receive a packet ‘‘properly’’ if the received

signal power at the critical transmission range r0 is higher

than a specified receiver sensitivity [6]. However, important

channel impairments such as interference and multipath

fading are not taken into account for determining the min-

imum transmit power. In addition, it is assumed that if a

particular transmit power value is sufficient to meet the

quality requirement on a single link, then there is no

problem for the entire route (i.e., packets can still be

delivered to the final destination with an acceptable qual-

ity). This tacitly underlines either of the following

assumptions: (i) a packet can be retransmitted as many

times as needed to guarantee the acceptable BER or PER

quality; or (ii) a powerful error correction code is employed.

Both of these two strategies increase the transmission delay.

Consequently, one may argue that, depending on the

types of applications, if a sufficiently large number of re-

transmissions is allowed, the minimum transmit power

determined by a graph-theoretic approach still allows a

packet to be sent across an n-hop route with the desired

quality (e.g., packets received at the destination still satisfy
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Fig. 7 Minimum transmit power required for navg-hop connectivity

as a function of the data-rate in a scenario with Rayleigh fading. The

considered node spatial density is qs ¼ 10�4m�2

Wireless Netw

123



the desired BER). However, we argue that even though

retransmission is allowed, using only a graph model,

without taking into account interference and fading, still

underestimates the minimum transmit power required for

connectivity. In the following, we will compare the mini-

mum transmit power predicted by the graph-theoretic

approach and the minimum transmit power obtained from

our approach when the same number of retransmissions per

link is considered (i.e., comparing them at the same

transmission delay).

For comparison, we consider a scenario where the

number of nodes is N = 100, the node spatial density is

qs ¼ 10�4m�2; the connectivity probability is q = 0.999,

the packet size is L = 1000 bits, and the data rate is 10 Mb/

s. In this scenario, the critical transmission range is r0

= 191.42 m, and the average number of hops is navg = 4

hops. The minimum transmit power predicted by the graph-

theoretic model corresponds to that required in the ideal

scenario (with strong LOS communications and without

interference and multipath fading) for achieving 1-hop

connectivity in our model. Assuming that the required BER

quality is 10-3, the corresponding minimum transmit

power in this case is Pt = 0.3 mW. With this transmit

power, the desired route BER quality of 10-3 for an navg-

hop route can be achieved if, on average, 3 retransmissions

per link are allowed. To make a fair comparison, we use

our model to compute the minimum transmit power in

realistic scenarios with interference and multipath fading,

assuming that 3 retransmissions per link are allowed. In

each scenario, the packet transmission rate is k = 0.1 pck/

s. The considered values of rf
2 are 1, 4, and 6.25, respec-

tively. The minimum transmit power required in each

scenario is shown in Table 2.

In general, it can be observed that although packet

retransmission is considered, the minimum transmit power

predicted by our model is still substantially higher than that

predicted by the graph-theoretic approach. This is due to

the fact that our model takes realistic channel impairments

such as interference and multipath fading into consider-

ation, whereas these factors are ignored in the conventional

graph-theoretic approach. The difference between the

minimum transmit powers predicted by the two approaches

depend on the severity of interference and fading. As

observed from Table 2, the difference between the mini-

mum transmit power predicted by the graph-theoretic

approach and that predicted by our approach increases as

the severity of fading increases (i.e., as the value of rf
2

decreases).

6.7 Experiments on realistic network scenarios

To gain more insights and to further support the main

conclusion that connectivity of an ad hoc wireless network

should be analyzed from a communication-theoretic

viewpoint, we perform simulations of a realistic Zigbee

(with the bottom two layers adhering to the IEEE 802.15.4

standard) wireless network [32] using NS-2 [33]. In our

simulation scenario, there are N nodes uniformly distrib-

uted in a 50 m 9 50 m area. The network is a peer-to-peer

wireless sensor network using a non-slotted carrier sense

multiple access with collision avoidance (CSMA/CA)

MAC protocol without the use of acknowledgment mes-

sages. The transmission and carrier sensing ranges of all

nodes are set to 100 m, the packet size is 64 bytes, the

packet header is 13 bytes, and the data rate is 250 kbps. In

our simulation scenarios, we randomly select dN=3e multi-

hop paths with a priori selected number of hops.

In Fig. 8(a), (b), the packet error rate and the delay,

respectively, are shown as functions of the number of hops

in the routes. The number of nodes N is set to either 20 (the

corresponding node spatial density qS is 8 9 10-3m-2) or

40 (qS = 1.6 9 10-2m-2). For each number of nodes, two

values for the packet generation rate k are considered: 2

and 4 pck/s. It can be observed that as the number of hops

and/or the packet generation rate increase (i.e., the level of

interference increases), the packet error rate becomes

higher. On the other hand, the delay seems to depend

marginally on the packet generation rate, but it increases

for increasing number of nodes. Note that the networks, in

the simulated scenarios, have connectivity. Therefore, from

a graph-theoretic viewpoint, any pairs of nodes should be

able to communicate. If, however, instead of single-hop

communications the routing strategy leads to the selection

of multi-hop routes, then the packet error rate becomes

intolerable as the number of hops in the routes increases. In

other words, although there is a multi-hop path connecting

a pair of nodes, the communication between the two nodes

becomes ineffective. Clearly, this further supports the main

point of the paper.

7 Discussion

While the numerical results in Sect. 6 are based on the

specific MAC protocol chosen in this paper, it is important

Table 2 Comparison between the minimum transmit power required

for connectivity predicted by a graph-theoretic approach and a com-

munication-theoretic approach with different levels of multipath

fading

Scenario Pt
min (mW)

Graph-theoretic approach 0.3

Multipath fading with rf
2 = 1 7.1

Multipath fading with rf
2 = 4 1.8

Multipath fading with rf
2 = 6.25 1.1
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to understand that the key conclusion of this paper will

hold irrespective of the MAC protocol used. In other

words, connectivity of wireless ad hoc and sensor networks

using any MAC protocol can be determined more accu-

rately by the communication-theoretic framework

presented in this paper as opposed to the graph-theoretic

approaches used by several previous studies. Of course,

while the core of the communication-theoretic framework

will remain the same, each MAC protocol calls for a dif-

ferent interference analysis which must be carefully

performed to determine the exact impact of interference on

connectivity.

In addition, our study shows that, for given data-rate and

desired route BER quality, there exists an optimal data-rate

which minimizes the minimum transmit power required for

connectivity. This suggests that the data-rate also plays an

important role in the design of wireless ad hoc and sensor

networks. In other words, for a given node spatial density,

if the data-rate is carefully chosen, the transmit power can

be minimized, prolonging the network lifetime.

Moreover, our results show that multipath fading has a

significant impact on the minimum transmit power required

for network connectivity. If the multipath fading can be

mitigated, the minimum transmit power required for con-

nectivity will substantially decrease. This observation

suggests that a key property which should be possessed by

a MAC protocol designed for ad hoc wireless networks is

the ability to mitigate multipath fading. Therefore, code

division multiple access (CDMA) becomes an attractive

option [34–36], since it can cope with multipath fading

through the use of RAKE receivers [37].

Finally, our model has not taken other important physical

effects such as shadow fading into consideration yet. The

shadow fading will cause the transmission range to be

random [38]. To incorporate the shadow fading into our

model, one would need to model the received signal sto-

chastically. This is an interesting extension to our current

model. However, we believe that the effects of random

shadow fading will further support the main conclusion

presented in this paper. That is, a graph-theoretic approach

alone is not sufficient in analyzing the connectivity of an ad

hoc wireless network. To analyze the network connectivity

more accurately, one would need to consider a more com-

plete approach such as our communication-theoretic model.

8 Related work

Selection of the ‘‘optimal’’ transmit power and the range

assignment problem in wireless ad hoc and sensor networks

have been studied in the past [39]. In earlier works [40–42],

an optimal transmission range, which maximizes a one-hop

forward progress toward the direction of the destination, is

investigated. However, the transmission range which

makes the network connected is not the focus of these

studies. The transmission range required for network con-

nectivity has been later explored in [1–10], where a Poisson

point process is used to model the distribution of nodes in

an ad hoc wireless network. In addition, in most of these

works it is usually assumed that nodes use a common

transmit power level. In [1], network connectivity is stud-

ied in the context of broadcast percolation. A stochastic

model for broadcast percolation is proposed, and the effects

of node spatial density and transmission range on the

number of broadcast cycles are investigated. However, an

analytical expression for the critical transmission range for

network connectivity is not given. In [2, 3], network con-

nectivity is studied as a covering problem, and analytical

expressions for the minimum transmission range required

for network connectivity are derived. The connectivity

probability of a one-dimensional ad hoc network is studied

in [4, 5]. In [6], an expression for the critical transmission

range that makes the network connected is derived for a
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Fig. 8 Performance, in terms of a packet error rate and b delay, as a

function of number of hops. The results shown are obtained through

NS-2-based simulations
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two-dimensional network. The critical range assignment

problem for higher dimension networks is analyzed in [7,

8]. In [9], a critical transmission range is studied on the

basis of a Bernoulli model, where nodes are active with a

certain probability. The critical transmission range for

network connectivity, in a scenario where nodes move

according to the random waypoint mobility model, is

studied in [10].

There are also studies where the number of neighbors is

used as an indicator of network connectivity [11, 43, 44]. In

these works, it is typically suggested that the transmit

power should be adjusted so that each node has the

required number of neighbors.

Although the transmit power and the transmission range

for connectivity have been studied extensively, this has

been mainly done on the basis of a graph-theoretic notion

of connectivity. More specifically, physical layer charac-

teristics of wireless channels, such as multiple access

interference and multipath fading, are not taken into

account in existing works.

9 Conclusions

In this paper, it is shown that connectivity of wireless ad hoc

and sensor networks can be more accurately determined via

a communication-theoretic approach as opposed to the

conventional graph-theoretic approaches that are prevalent

in the literature. While the foregoing conclusion is valid for

any MAC protocol, the discrepancy between the predictions

of the former and the latter approaches becomes large when

the network has to operate under strong multipath fading

and multiple access interference conditions. In particular,

our results show that in wireless ad hoc and sensor networks

operating under strong multipath fading and multiple access

interference conditions, the graph theoretic-approaches may

grossly underestimate the transmit power requirements for

full connectivity. This, in turn, suggests the use of the

communication-theoretic approach outlined in this paper as

a serious alternative to graph-theoretic approaches for

determining the connectivity requirements of wireless ad

hoc networks in realistic scenarios.
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Appendix 1: Derivation of the BER Floor for the Strong

LOS Case

Consider the link between the transmitter (node Tx) and the

receiver (node Rx) shown in Fig. 9. For simplicity, we will

first consider the scenario where there is only one inter-

fering node within the effective interference region, which

is the circular area of radius 2r0 around the receiver. We

will also assume that r0 C 1, which will be true for all the

scenarios considered in this paper. The amplitude of the

observable signal can generally be written as

Sr ¼ Ssig þ Si þWtherm

where Ssig is the amplitude of the signal transmitted by

node Tx, Si is the amplitude of the signal from the inter-

fering node, and Wtherm is the amplitude of the additive

white Gaussian noise (AWGN) with variance Ptherm.

Assuming free space propagation loss, the received

signal power observed at the receiver can be written as

Pr ¼
aPt

r2
0

where a ¼ GtGrc
2

ð4pÞ2f 2
c

;Gt and Gr are the transmitter and the

receiver antenna gains, fc is the carrier frequency, c is

the speed of light, Pt is the transmit power, and r0 is the

distance between the transmitter and the receiver.

Assuming BPSK modulation, the amplitude of the signal

transmitted by node Tx observed at the receiver can then be

written as

Ssig ¼
ffiffiffiffiffiffiffiffi
aEb

p
=r0 if þ 1 is transmitted

�
ffiffiffiffiffiffiffiffi
aEb

p
=r0 if � 1 is transmitted

where
ffiffiffiffiffi
Eb

p
,

ffiffiffiffiffiffiffiffiffiffiffiffi
Pt=Rb

p
is the transmit bit energy and Rb is

the data-rate. Let z be the distance between the interfering

node and the receiver. Similarly, the amplitude of the

interfering signal can be written as

Si ¼

ffiffiffiffiffiffiffiffi
aEb

p
=z ifþ 1is transmitted

�
ffiffiffiffiffiffiffiffi
aEb

p
=z if � 1is transmitted

0 if the interfering node does not transmit.

8<
:

ð34Þ

Assuming a simple random access MAC protocol with

Poisson transmission, the probability that the interfering

RxTx

Interfering Node

z

r
0

2r0

Fig. 9 A scenario where there is only one potential interfering node

in the effective interference region
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node will interfere with an ongoing transmission can be

given as

p ¼ 1� e
�kL

Rb ð35Þ

where k is the packet transmission rate in pck/s and L is

the number of bits in a packet. From (34) and (35), the

probability mass function (PMF) of the amplitude of the

interfering signal can then be given as

PfSig ¼
1
2
p if Si ¼

ffiffiffiffiffiffiffiffi
aEb

p
=z

1
2
p if Si ¼ �

ffiffiffiffiffiffiffiffi
aEb

p
=z

1� p if Si ¼ 0:

8<
:

Since we are considering a binary modulation, due to

symmetry we can assume that node Tx transmits ‘‘?1’’

(i.e., Ssig ¼
ffiffiffiffiffiffiffiffi
aEb

p
=r0). Given that there is only one

potential interfering node, the bit error probability can be

expressed as follows [28]:

Pfbit errorj1 interfering node at distance zg
¼ PfSr\0jSi ¼

ffiffiffiffiffiffiffiffi
aEb

p
=zgPfSi ¼

ffiffiffiffiffiffiffiffi
aEb

p
=zg

þ PfSr\0jSi ¼ �
ffiffiffiffiffiffiffiffi
aEb

p
=zgPfSi ¼ �

ffiffiffiffiffiffiffiffi
aEb

p
=zg

þ PfSr\0jSi ¼ 0gPfSi ¼ 0g

¼ p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

þ 1

z

� �� �
þ p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

� 1

z

� �� �

þ ð1� pÞQ
ffiffiffiffiffiffiffiffi
aEb

p

rr0

� �
ð36Þ

where r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
FkT0=2

p
;F is the noise figure, k = 1.38

9 10-23J/K, T0 = 300 K is the room temperature, and

QðxÞ ¼
R1

x
1ffiffiffiffi
2p
p e�u2=2du is the standard Q-function.

As observed from the simulation results, at a particular

node spatial density, if the transmit power is high enough,

the link BER converges to a BER floor. Thus, to derive the

BER floor, we take the limit, as Eb approaches ?, of the

conditional link BER in (36), obtaining:

lim
Eb!1

Pfbit errorj1 interfering node at distance zg

¼ lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

þ 1

z

� �� �
þ p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

� 1

z

� �� ��

þð1� pÞQ
ffiffiffiffiffiffiffiffi
aEb

p

rr0

� ��

¼ lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

� 1

z

� �� �
ð37Þ

where in the last passage we have used the fact that

Qðþ1Þ ¼ 0: Note that the argument of the Q-function in

the last line in (37) can either be positive or negative,

depending on the value of z. To find the total bit error

probability, we have to consider all possible values of z.

With a straightforward algebra, it can be shown that the

PDF of z is

fZðzÞ ¼
z

2r2
0

0� z� 2r0:

Given that there is only one potential interfering node, the

link BER floor can then be written as8

fBERLOS
floorj1 interfering nodeg

¼
Z

lim
Eb!1

Pfbit errorj1interf. node at distancezgfZðzÞdz

¼
Z1

0

lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

�1

� �� �
z

2r2
0

dz

þ
Z2r0

1

lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

�1

z

� �� �
z

2r2
0

dz

¼
Z1

0

p

2
Q �1ð Þ z

2r2
0

dzþ
Zr0

1

p

2
Q �1ð Þ z

2r2
0

dz

þ
Z2r0

r0

p

2
Q þ1ð Þ z

2r2
0

dz¼ p

8
:

Now, let us consider the case where there are two

potential interfering nodes within the effective interference

region, as shown in Fig. 10. Let the interfering node 1 be at

distance z1 from to the receiver and let the interfering node

2 be at distance z2 from the receiver. Following the same

approach as in the case with a single interfering node, the

conditional link BER floor, given z1 and z2, can be written

as

lim
Eb!1

Pfbit errorj2 interf. nodes at distances z1 and z2g

¼ lim
Eb!1

p

2

� �2 X
i;j¼	1

Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

þ i

z1

þ j

z2

� �� �"

þ p

2
ð1� pÞ

X
i¼	1

Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

þ i

z1

� �� �

þ p

2
ð1� pÞ

X
j¼	1

Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

þ j

z2

� �� �

þð1� pÞ2Q

ffiffiffiffiffiffiffiffi
aEb

p

rr0

� ��
:

For small values of p (as in operative conditions with the

used MAC protocol), the terms with coefficient p2 can be

neglected, and the conditional link BER floor can be

approximated as

8 For z \ 1, we assume that the interference power is aPt and not

aPt=z2; otherwise, the interference power will be amplified as

opposed to be attenuated.
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lim
Eb!1

Pfbit errorj2 interf. nodes at distances z1 and z2g

� lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

� 1

z1

� �� �

þ lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
1

r0

� 1

z2

� �� �
: ð38Þ

To find the average BER floor with respect to all possible

positions of the pairs of interfering nodes, one can integrate

the expression in (38) by weighing it with the joint PDF of

z1 and z2. With straightforward algebra, the link BER floor,

given that there are two potential interfering nodes, can be

approximated as

fBERLOS
floorj2 interfering nodesg � 2
 p

8
:

Similarly, for the scenarios with m interfering nodes, the

BER floor can be approximated as

fBERLOS
floorjm interfering nodesg � m
 p

8
:

While the observed derivation leads to the computa-

tion of the BER floor for a given number of interferers,

in reality, however, the number of potential interfering

nodes in the effective interference region is random. Let

Y be a random variable denoting the number of nodes

in the effective interference region, and let M be the

number of interfering nodes. Excluding the transmitter

and the receiver, the number of potential interfering

nodes is M = Y - 2 (given that Y C 2), and the PMF of

M is

PfM ¼ mg ¼ 1

1� e�qsm � qsme�qsm

�qsmð Þðmþ2Þ

ðmþ 2Þ! e�qsm

m ¼ 0; 1; 2;

where m ¼ pð2r0Þ2 is the area of the effective interference

region. Finally, the overall average BER floor becomes

BERLOS
floor �

X1
m¼0

p

8
mPfM ¼ mg

¼ p

8
E½M� ¼ p

8

qsmþ 2þ ðqsm� 2Þeqsm

eqsm � qsm� 1

� �
: ð39Þ

The link BER floor given in (39) can be further

simplified. Since P{Y = 0} and P{Y = 1} are typically

very small with the network sizes of interest, E½M� is very

close to E½Y� � 2; where E½Y� ¼ qsm: It can be shown that

E½M� and E½Y � � 2 are almost identical [28]. Thus, the

BER floor can be approximated as

BERLOS
floor �

p

8
ðqsm� 2Þ: ð40Þ

The validity of the approximate expression (40) has been

verified through Monte Carlo simulations [28].

Appendix 2: Derivation of the BER floor in the Rayleigh

fading case

In this appendix, we focus on the case with multipath

fading. Consider the scenario with only one interfering

node in the effective interference region, as shown in

Fig. 9. With multipath fading, the amplitude of the

observed signal can generally be written as

Sr ¼ XsSsig þ XiSi þWtherm

where Xs and Xi are Rayleigh distributed random variables.

The bit error probability given that Xs = xs, Xi = xi, and the

interfering node is at distance z relative to the receiver can

be written as

Pfbit errorjXs ¼ xs;Xi ¼ xi; Z ¼ zg
¼ PfSr\0jSi ¼

ffiffiffiffiffiffiffiffi
aEb

p
=zgPfSi ¼

ffiffiffiffiffiffiffiffi
aEb

p
=zg

þ PfSr\0jSi ¼ �
ffiffiffiffiffiffiffiffi
aEb

p
=zgPfSi ¼ �

ffiffiffiffiffiffiffiffi
aEb

p
=zg

þ PfSr\0jSi ¼ 0gPfSi ¼ 0g

¼ p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
xs

r0

þ xi

z

� �� �
þ p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
xs

r0

� xi

z

� �� �

þ ð1� pÞQ xs

ffiffiffiffiffiffiffiffi
aEb

p

rr0

� �
: ð41Þ

At any node spatial density, provided that the transmit

power is large enough, the link BER converges to a BER

floor [28]. Thus, to derive the BER floor, we take the limit,

as Eb approaches 1; of the conditional link BER in (41),

obtaining

lim
Eb!1

Pfbit errorjXs ¼ xs;Xi ¼ xi; Z ¼ zg

¼ lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
xs

r0

þ xi

z

� �� ��

RxTx

Interfering Node 1

z1

r0

2r0

Interfering
Node 2

z2

Fig. 10 A scenario where there are two potential interfering nodes in

the effective interference region
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þp

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
xs

r0

� xi

z

� �� �
þ ð1� pÞQ xs

ffiffiffiffiffiffiffiffi
aEb

p

rr0

� ��

¼ lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
xs

r0

� xi

z

� �� �
ð42Þ

where in the last passage we have used the fact that

Qðþ1Þ ¼ 0: Note that the argument of the Q-function in

the last line in (42) can either be positive or negative,

depending on the values of x

s

, x

i

, and z. The argument of

the Q-function will be negative if xs

r0
� xi

z\0; or

equivalently xi [ xsz=r0: Thus, the probability can now

be written as

lim
Eb!1

Pfbit errorjZ ¼ zg

¼
Z Z

lim
Eb!1

p

2
Q

ffiffiffiffiffiffiffiffi
aEb

p

r
xs

r0

� xi

z

� �� �
xs

r2
f

� e�x2
s =2r2

f
xi

r2
f

e�x2
i =2r2

f dxidxs

¼ p

2
1�

Z1

0

Zxsz=r0

0

xs

r2
f

e�x2
s =2r2

f
xi

r2
f

e�x2
i =2r2

f dxidxs

0
B@

1
CA

¼ p

2
1�

Z1

0

xs

r2
f

e�x2
s =2r2

f

Zxsz=r0

0

xi

r2
f

e�x2
i =2r2

f dxidxs

0
B@

1
CA

¼ p

2
1�

Z1

0

xs

r2
f

e�x2
s =2r2

f 1� e
� x2

s z2

2r2
0
r2

f

" #
dxs

0
@

1
A

¼ p

2
1� z2

z2 þ r2
0

� �
:

Integrating over all possible values of z, one gets

fBER
Ray
floorj1 interfering nodeg

¼
Z

lim
Eb!1

Pfbit errorjZ ¼ zgfZðzÞdz

¼
Z1

0

p

2
1� 1

1þ r2
0

� �
dzþ

Z2r0

1

p

2
1� z2

z2 þ r2
0

� �
dz

¼ p

8ð1þ r2
0Þ
þ p

8
ln

5r2
0

1þ r2
0

� �

¼ p

8

1

1þ r2
0

þ ln
5r2

0

1þ r2
0

� �� �
:

Following the same approach as considered in the case

with single interfering node, the BER floor given that there

are two interfering nodes and small values of p can be

approximated as [28]

fBER
Ray
floorj2 interfering nodesg� 2
p

8

1

1þ r2
0

þ ln
5r2

0

1þ r2
0

� �� �

and the overall BER floor (without conditioning on the

number of interfering nodes) can be approximated as

BER
Ray
floor � ðqsm� 2Þp

8

1

1þ r2
0

þ ln
5r2

0

1þ r2
0

� �� �
:
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