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Abstract—The recent developments in the field of direct-to-
Earth (DTE) for low-Earth-orbit (LEO) satellite optical links
have shown the potential benefits of on-off-keying-based com-
munications with the variable data rate (VDR) technique, in
contrast to the traditional constant data rate (CDR) approach.
In this paper, relevant link level aspects are analyzed, namely:
time, frame, and amplitude synchronization, showing that reliable
and performing techniques allow to fully exploit the advantages
offered by the VDR strategy.

Index Terms—Free Space Optics; Low Earth Orbit satellite
communications; Variable Data Rate.

I. INTRODUCTION

In recent years, new commercial missions resorting to
optical links have emerged, as the European data relay system
(EDRS) [1], and low Earth orbits (LEO), direct-to-Earth (DTE)
optical communications can potentially have a significant
application in such field [2].

Currently flying and planned optical LEO-DTE systems
transmit at a constant data rate (CDR) while passing over an
optical ground station (OGS) [3], without taking into account
the characteristics of the propagation channel that typically
vary significantly during the satellite pass. Free space loss,
atmospheric attenuation, and turbulence of the atmosphere’s
refractive index show a strong dependence on the satellite
elevation angle [4], the latter causing fading due to scintillation
[5]. The CDR transmission mode trades between a high
transmission data rate, for a short duration, and a long satellite
visibility window, at low rates.

Instead, a variable data rate (VDR) approach aims at
reducing the performance gap with respect to the channel
capacity and, at the same time, allows a longer visibility
window. This can be achieved by splitting the pass of the
LEO satellite into predefined sectors, and optimizing the data
rate in each of them. In particular, in the next generation
of Copernicus missions, the VDR concept is based on the
variation of the modulation order and of the rate of the forward
error correcting (FEC) code [6]. However, in typical optical
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LEO-DTE waveforms, such as the one currently defined by
the Consultative Committee for Space Data Systems (CCSDS)
Optical Working group, the modulation is fixed.

The focus of this paper is on LEO downlink, with a small
ground telescope and a low cost receiver without adaptive
optics (AO). Thus, we put emphasis on waveform design and
receiver synchronization. The expected benefit in terms of
throughput has already been forecast in previous works, mostly
under ideal conditions and irrespective of the technological
implementation [7]. In this paper, the implementation of
VDR in optical LEO-DTE on-off keying (OOK) waveforms
is proposed by relying on the spreading of data, i.e., the
transmission at a fixed chip rate (hence, with a fixed receiver
bandwidth) and adapting the data rate by repeating / spreading
each data symbol by a desired factor. The proposed approach
requires only digital baseband operations so that the front-
end hardware is not sensitive to the adopted spreading factor.
We assess its performance by numerical simulations with
respect to synchronization issues and to the achievable receiver
sensitivity.

II. GENERAL DESIGN ASPECTS

We consider a free space optical (FSO) communication
system employing the OOK modulation and assume that the
receiver employs an avalanche photo-diode (APD), so that
both thermal and shot noise have to be considered. The
received signal after the APD can thus be expressed as

r(t) = h
∑
k

akp(t− kT − t0) + w(t− t0) , (1)

where the two terms in (1) are the useful signal and the noise
process at the receiver, both affected by an unknown delay t0
introduced by the channel. In (1), a = {ak} is the sequence
of binary transmitted symbols (ak ∈ {0, 1}), T is the symbol
time, and h is typically an unknown amplitude, accounting for
the random nature of the channel. We consider a non-return-
to-zero (NRZ) transmission, with a unit-energy rectangular
shaping pulse p(t).

The noise process w(t) in (1) can be expressed as

w(t) = wth(t) + wsh(t)
√
T
∑
k

akp(t− kT ) , (2)
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Fig. 1. Receiver architecture for DA (top) or NDA (bottom) timing synchronization.

i.e., as the sum of the thermal noise wth(t), with two-sided
power spectral density (PSD) N0/2, and of the independent
shot noise wsh(t), with two-sided PSD Nsh/2 (possibly de-
pending on h), both assumed to be white and Gaussian.

In order to perform synchronization, as well as to estimate
the value of h, we resort to data-aided (DA) estimation,
hence we assume that blocks of pilot symbols are periodically
inserted in the transmitted data stream.

The unknown delay t0 in (1) can be expressed as t0 =
k0T+τ , so that its estimation is performed in two steps, whose
order depends on the chosen receiver architecture. In the frame
synchronization step, the estimation of k0 is performed by
exploiting proper fields of known symbols. In the other step,
a timing synchronization algorithm has instead the task of
estimating the residual fractional delay τ .

At the transmitter, the codewords at the output of a FEC
channel encoder are interleaved, since atmospheric turbulence
is a slowly varying phenomenon with a very long coherence
time. Pilot fields are then inserted and the resulting bit stream
is modulated using an OOK modulation with NRZ pulses.

The corresponding receiver architecture is reported in Fig. 1
(top). After the APD, we assume that a matched filter (MF)
is present, where N samples per symbol are extracted and
processed at its output. Frame synchronization is performed
first, by searching the correct alignment with the pilot fields.
DA timing synchronization is performed next, together with
the estimation of the unknown amplitude h. The signal is
then downsampled to one sample per symbol, by using in-
terpolation. After pilot removal, the log-likelihood ratios are
computed, deinterleaved, and passed to the decoder.

As an alternative, we also consider a different receiver ar-
chitecture, shown in Fig. 1 (bottom), in which timing synchro-
nization is performed in closed-loop non-data-aided (NDA)
mode, prior to any other receiver function. After timing
synchronization and interpolation, the remaining functions are
performed by using only one sample per symbol, i.e., frame
synchronization is performed jointly with amplitude estimation
in DA mode. After that, pilot removal, log-likelihood ratios
computation, deinterleaving, and decoding are performed, as
in the DA case.

Suppose to observe a chunk of the continuous-time received
signal (1), with support [t̃0, t̃0 + LT ], where L is the length
of the pilot sequence. The value t̃0 is a tentative value of the
actual channel delay t0, that is assumed by the receiver and

can be expressed as t̃0 = k̃0T+τ̃ . We assume that the symbols
in the observation window are known, as is the thermal noise
PSD. On the contrary, the amplitude h is unknown and will be
jointly estimated with timing; its tentative value at the receiver
is denoted by h̃. In the low-power regime, at which we expect
the receiver to operate, thermal noise dominates over shot
noise. Under the assumption that the shot noise is negligible,
the likelihood function for the joint estimation of t0 and h, is
[8]

Λ(t̃0, h̃) =h̃

L−1∑
k=0

akx(kT + t̃0)− 1

2
h̃2

L−1∑
k=0

a2k , (3)

where

x(t) =
1√
T

∫ t+T

t

r(α)dα = h
∑
k

akg(t−kT−t0)+n(t−t0)

(4)
is the signal at the output of the MF. More precisely, n(t− t0)
is the filtered noise while g(t) is the triangular autocorrelation
function of the rectangular transmission pulse p(t).

By defining the set of indices K1 = {k ∈ {0, 1, 2, . . . , L−
1} : ak = 1}, corresponding to bits “1” in the sequence of L
known symbols, and by K1 = |K1| their total number, we can
define

Γ(k̃0, τ̃) =
∑
k∈K1

x(k̃0T + kT + τ̃) , (5)

as the sum over K1 of samples at the matched filter output,
with symbol spacing and with a tentative delay t̃0 = k̃0T + τ̃ .
This way, (3) can be compactly expressed as Λ(t̃0, h̃) =
h̃Γ(k̃0, τ̃) − 1

2 h̃
2K1, and its maximum over the possible

values of the delay is achieved by estimating k0 and τ as
(k̂0, τ̂) = argmaxk̃0,τ̃ Γ(k̃0, τ̃) (where we constrain τ̂ in an
interval with duration T ) and by the estimate that follows for
the attenuation, ĥ = Γ(k̂0, τ̂)/K1.

After the MF, N specific values τ̃ + ñ TN (with ñ ∈
{0, 1, · · · , N − 1}) are considered at the receiver. The frame
synchronization step of the algorithm consists in the identifi-
cation of the maximum of Γ in a sliding window fashion. The
metric Γ is computed according to (5) by using L samples with
spacing T . The grid of L samples is then shifted in time by
T/N at every step, by increasing the value considered for ñ (or
otherwise increasing k̃0 and resetting ñ to zero, when ñ = N ).
Termination is declared when the likelihood function exceeds
a properly optimized threshold. A good choice of the pilot
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Fig. 2. VDR transmitter.

field symbols is represented by the maximum length sequences
or M-sequences [9], thanks to their autocorrelation properties.
Obviously, the miss-detection probability can be reduced by
increasing the length L of the M-sequence.

The frame synchronization step also yields a coarse timing
estimate τ1 = τ̃+n̂ TN . If the frame synchonization is effective,
then the residual error lies within a sample interval, and
we can define a residual relative error ε = (τ1 − τ)/T ∈
[−1/(2N); 1/(2N)]. Within this interval, it can be shown that
the metrics in (5) can be equivalently expressed as

Γ(ε) = h [(K1 −K11)(1− |ε|) +K11] + n1(εT ) , (6)

where n1(t) =
∑
k∈K1

n(t + kT ) is the sum of filtered
noise samples affecting the “1” symbols and we defined K11

as the number of “11” subsequences in the known pilot
field. The triangular shape of (6) is related to the triangular
autocorrelation g(t) in (4) and, in the absence of noise, hK1

is its maximum value, at ε = 0, while hK11 is its minimum
value, at ε = ±1, both values being known at the receiver.

Let us shortly denote by Γ0 = Γ(k̃0, τ1) the maximum
of the metric in (5) that stems from frame synchronization,
corresponding to the estimated start of the frame, and by Γ± 1

N

the two neighbouring samples, corresponding to the metric
computed at indices (k̃0, τ1 ± T

N ), where Γ0 > Γ± 1
N

. Given
the triangular profile (6) of Γ(ε) and assuming N ≥ 2 samples
per symbol interval, the following linear interpolation yields
the maximum of (6),

ε̂ =
1

2N

Γ− 1
N
− Γ 1

N

Γ0 −min{Γ− 1
N
,Γ 1

N
} , (7)

which defines the estimate for the residual relative timing error.
Note that in the case of a VDR system, timing estimation
via (7) can be accomplished even by using N = 1 sample
per symbol, provided that proper spreading sequences are
employed.

The estimate of τ is finally obtained as τ̂ = τ1 − ε̂T , and
the maximum of the metric in (6) can be equally expressed
in an easy way as Γmax = Γ0 + 1

2

∣∣∣Γ− 1
N
− Γ 1

N

∣∣∣. Finally,
the amplitude estimation can be found from the general
relationship ĥ = Γmax/K1.

The receiver scheme in Fig. 1 (bottom), instead, adopts a
NDA timing estimation that is performed first, by implement-
ing one of the traditional algorithms proposed in the literature,
as described in Sec. IV. In this case, frame synchronization as
well as amplitude estimation can be performed subsequently,
after interpolation and downsampling at symbol time.

III. VARIABLE DATA RATE SYSTEM DESIGN

The method proposed to seamlessly change the symbol rate
during the satellite pass is to spread the data symbols to the
highest possible chip rate the transmit or receive hardware can
support. Since both transmitter and receiver always operate at
a constant chip rate, the VDR is implemented by changing
the spreading factor in each sector of the pass, so that the
underlying symbol rate matches the selected symbol rate for
each sector. Therefore, the VDR technique foresees the use
of spreading sequences to represent the bits “0” and “1”. The
chip rate is kept constant whereas the symbol rate is decreased
by increasing the length of the spreading sequences. In other
words, we may express the transmitted signal as

s(t) =
∑
k

M−1∑
m=0

sm(ak)p [t− (kM +m)Tc]

where [s0(a), s1(a), . . . , sM−1(a)]T = s(a) is the spreading
sequence associated with bit a ∈ {0, 1}, still composed of
binary symbols, M is the length of the spreading sequence
(here, M = 20, 21, 22, ...), Tc is the chip time, and p(t) is a
rectangular pulse with unit energy and duration Tc, i.e.,

p(t) =

{
1√
Tc

0 ≤ t < Tc

0 otherwise .
(8)

We assume perfect synchronization at the receiver. The
signal sampled at chip time is used to compute the symbol
log-likelihood ratios (LLRS), which are given by the sum
of the LLRs associated with each chip, to be sent to the
decoder. It follows that the selected spreading sequences, s(a)
and s(1 − a), should be complementary. Then, it is evident
that the performance of these sequences will depend on the
number of ”1”’s and ”0”’s that they contain, and not on their
position. In order to find the best sequences, we looked for the
maximization of the mutual information between transmitted
symbols and received signal, and, also by exploiting the data
processing inequality that allows to express the entropies
through the LLRs, we were able to numerically evaluate the
mutual information by time averaging.

The conclusion is that for the values of σ2
0 , σ2

1 , and
h at hand, and in the range of values of interest for the
average received optical power Pavg, we always found that the
optimal number M1 of chips “1” in the spreading sequence
corresponding to bit “1” is M1 = M (or equivalently M1 = 0).
The best possible spreading sequences to be associated with
bits “0” and “1” are thus s(0) = [0, 0, . . . , 0]T , s(1) =
[1, 1, . . . , 1]T .

On the other hand, there are different sequences to be pre-
ferred from different points of view. As an example, if a NDA
timing estimation algorithm is selected, it is more convenient
to increase the number of symbol transitions. Thus, from this
point of view the best possible spreading sequences are, e.g.,
s(0) = [0, 1, 0, 1, . . . , 0, 1]T , s(1) = [1, 0, 1, 0, . . . , 1, 0]T .

In the following, we will refer to a scheme employing the
bit repetition as “scheme 1”, whereas a scheme using the bit
alternation will be referred to as “scheme 2”.
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Fig. 3. VDR receiver architecture for DA (top) or NDA (bottom) timing synchronization.

In the case of VDR, the transmitter architecture is depicted
in Fig. 2. Compared to the one considered for CDR, the
spreading of the coded bits is present. Since the larger the
value of M , the lower the value of Pavg, it is intuitive that
in the case of spreading we will need more pilots to perform
a proper estimate of the unknown parameters. On the other
hand, if we apply the spreading to the pilot fields too, we
could destroy their autocorrelation properties, as discussed in
the following.

At the receiver side, we report in Fig. 3 two possible
architectures for the VDR receiver, either based on DA or
NDA timing synchronization; in the first one there is an
estimation of the spreading factor (SF), performed jointly with
pilot alignment. We assume at most N = 2 in the following.

In case of adoption of the NDA architecture, the best choice
for the spreading sequence is represented by the “scheme 2”.
On the other hand, this spreading sequence, if applied to a
pilot field with the aim of obtaining a longer pilot field, will
destroy the autocorrelation properties of the M-sequence. As
a consequence, in this case it is better to avoid spreading the
pilot field. Hence, when the payload is spread by a factor M ,
we need to adopt a different pilot field with length LM , where
L is the length of the pilot field in the absence of spreading.

In a LEO-DTE link, the spreading factor employed will be a
deterministic function of the elevation angle. Hence, the OGS
can adopt a geometry-based method to predict the employed
spreading factor with, at most, an uncertainty between two
possible adjacent values, e.g., M and 2M . The receiver
becomes thus aware of the exact spreading factor used by
the transmitter by evaluating the correlation with both pilot
fields having length M and 2M . This will allow the receiver
to perform both frame synchronization and, implicitly, the
estimation of the spreading factor. A possible way to avoid
multiple correlations is the adoption of properly designed pilot
fields, such that the pilot field with length LM coincides with
the first half of the pilot field with length 2LM .

Let us now consider the DA architecture in Fig. 3 (top). In
this case, considering that the different spreading sequences
have a limited impact on the BER performance, and since
timing synchronization is performed in DA mode using the
pilot field, we can generate a longer pilot field by spreading the
original pilot field that is used in the absence of spreading. In
order to simplify the transmitter, the same spreading sequences
can then be used for the payload too. We thus wish to

investigate the impact of different spreading sequences, as
applied to obtain a longer pilot field, on DA frame, timing,
and amplitude estimation. We shall consider the following
scenarios, where a spreading factor M is always assumed and
L is the length that was used in the absence of spreading: 1

• Scenario 1: longer pilot field by spreading with “scheme
1” the pilot field sequence.

• Scenario 2: longer pilot field by spreading with “scheme
2” the pilot field sequence.

• Scenario 3: longer pilot field by spreading the pilot field
sequence with an M-sequence with length M and its
complementary sequence.2

• Scenario 4: longer pilot field by using a new M-sequence
with length L′ = (L+ 1)M − 1.

The first three schemes show the advantage that different pilot
fields do not need to be stored at both transmitter and receiver.
In the numerical results that follow we shall compare the four
scenarios above.

IV. NUMERICAL RESULTS

When a bit “1” is transmitted, the receiver APD, with
responsivity R and multiplication factor MP , yields an average
current equal to 2PavgRMP . The one-sided PSD of thermal
noise is N0 = i2th = 4kT0

RL
, where ith is the thermal current

density, that is in turn related to the APD’s load resistance RL
and to the receiver temperature T0 through the Boltzmann’s
constant (k = 1.3806 · 10−23 J/K). The one-sided PSD of
shot noise can be expressed as Nsh = 4eMP

2FRPavg, where
F is the APD excess noise factor and e is the electron charge
(e = 1.60217662 · 10−19 C). In the numerical results that
follow, we use a chip rate of 10 Gchip/s and the following
APD parameters: ith = 10−11 A/

√
Hz, F = 5, R = 0.9 A/W,

MP = 20.
We first consider the performance of the DA approach.

Regarding the performance of frame synchronization, we first
considered its evaluation in terms of miss-detection proba-
bility, defined as the probability that the timing estimation
error exceeds T/2, i.e., P (|τ − τ̂ | > T/2). Fig. 4 reports

1It is worth highlighting that scenarios 3 and 4 were obtained by using M-
sequences, which have intrinsically excellent correlation properties, therefore
a better performance is expected in terms of miss-detection.

2M-sequences have length 2P − 1 with P a proper integer [9]. On the
contrary, the spreading factors M are always a power of two. For this reason
we appended a bit “0” to the generated M-sequence.
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Fig. 5. Performance for timing estimation. The spreading factor is M = 16.

the results for the proposed algorithm, by first considering
a system without any spreading sequence, where a pilot field
with length L = 511 is employed.3 Performance is compared
to that of a VDR system where a spreading factor M = 16 is
adopted and the four different scenarios described previously
are considered for the spreading strategy. A significant gain
of more than 6 dB is observed, in scenarios 3 and 4, with
respect to the case where no spreading is present. On the other
hand, scenario 2 provides the worst performance within the
VDR framework. Indeed, in this case the adopted spreading
sequences destroy the autocorrelation properties of the M-
sequence employed as pilot field, as expected.

Moving to timing synchronization, Fig. 5 reports the estima-
tion results in terms of normalized timing mean squared error

3This means that the spreading was obtained by using a M-sequence with
length 15 for scenario 3, and with length L′ = 8191 for scenario 4 (both
with a ”0” padded at the end).
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Fig. 6. Performance for amplitude estimation. The spreading factor is M =
16.
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Fig. 7. Performance of the NDA ELD and of the NDA Gardner algorithms
for timing estimation in the case of a CDR system (BeqT = 10−3).

(MSE) versus Pavg. The four scenarios are again considered in
the case of a spreading factor M = 16. In this case, scenario
1 is the worst, as expected. Indeed, the number of 0→ 1 and
1→ 0 transitions is the same as in the absence of spreading,
so that a spreading gain cannot be expected. On the contrary,
scenario 2 is the best one since, in this case, the number of
transitions is maximized.

Finally, all four scenarios are equivalent in terms of ampli-
tude estimation, as shown in Fig. 6. As a conclusion, taking
into account both timing and frame synchronization, as well
as amplitude estimation, scenarios 3 and 4 must be preferred.

If synchronization is instead performed in a NDA fashion,
we can consider the simple receiver architecture in Fig. 1
(bottom) for CDR transmission, where timing estimation can
be accomplished by traditional NDA algorithms that do not
require the knowledge or the estimate of the amplitude h.
Fig. 7 shows the performance of two such algorithms in
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terms of normalized timing estimation MSE versus Pavg. More
precisely, the NDA early-late detector (ELD) technique and
the NDA technique proposed by Gardner [8] are compared,
showing an almost identical performance, when the normal-
ized equivalent bandwidth is set to BeqT = 10−3. Along with
simulation results, Figs. 5, 6 and 7 show the modified Cramer-
Rao bound (MCRB) computed for the considered system [8],
so as to highlight the margin of the achieved performance with
respect to the theoretical limit.

As a further step, we analyzed and compared the error rates
of CDR and VDR systems, focusing in particular on the impact
of the spreading factor M , where M = 1 can be seen as
a degenerate case of VDR coinciding with a CDR system.
We assume perfect synchronization in order to make a fair
comparison among different spreading schemes. Fig. 8 reports
the BER performance versus Pavg, obtained by using a serially
concatenated convolutional code (SCCC) with rate 0.46, when
employing the two spreading schemes introduced in Sec. III
and different values of the spreading factor M . Both an
additive white Gaussian noise (AWGN) channel and a channel
with stochastic fading due to atmospheric turbulence were
considered, where the power scintillation index (PSI), i.e., the
normalized variance of h, is equal to 0.1, amounting to weakly
turbulent conditions. The theoretical reference of the average
mutual information (AMI) for the AWGN scenario, computed
by resorting to mutual information numerical evaluation, is
also reported. The first result is that, while the two spreading
schemes deeply affect DA frame and timing synchronization
procedures (as seen above in their related scenarios 1 and
2), they have no real impact on the BER performance, such
that the repetition (scheme 1) or alternation (scheme 2) of the
information bits produce experimentally identical BER curves;
for this reason, a single curve is shown in Fig. 8, for each value
of M and channel. Hence, although in principle the spreading
sequences can be optimized, in practice the performance gain

this optimization can provide in terms of BER is negligible.
This can be theoretically justified by observing the power
range in which Fig. 8 was obtained. At the optical power levels
of interest, shot noise hardly ever impacts on system perfor-
mance, so that σ2

0 ' σ2
1 can be safely assumed. Therefore,

the resulting mutual information does not depend on M1, so
that other spreading schemes could possibly be adopted. For
a given average received optical power, it is of course the
spreading factor that strongly influences the BER. As expected,
the performance scales linearly with the spreading factor. In
fact, both for the AWGN and for the turbulent fading channel,
a 1.5 dB improvement can be observed on the optical power
each time the symbol period, i.e., M , is doubled (while a
corresponding improvement by 3 dB would be observed on the
electrical signal power, which is proportional to the square of
optical power).

V. CONCLUSIONS

The VDR technique addressed in this paper was imple-
mented exclusively at the digital baseband layer and aimed to
optimize in a transparent way the data return of optical LEO
DTE links by employing OOK with an APD-based receiver,
over the whole range of the elevation angle. This was done
by investigating and assessing the performance of critical link
level aspects, such as receiver synchronization, choice of the
spreading sequences, and possible alternative architectures.
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