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Abstract—In the frame of ongoing efforts between space agencies
to define an on-off-keying-based optical low-Earth-orbit (LEO)
direct-to-Earth (DTE) waveform, this paper offers an in-depth
analysis of the Variable Data Rate (VDR) technique. VDR, in con-
trast to the currently adopted Constant Data Rate (CDR) approach,
enables the optimization of the average throughput during a LEO
pass over the optical ground station (OGS). The analysis addresses
both critical link level aspects, such as receiver (time, frame, and
amplitude) synchronization, as well as demonstrates the benefits
stemming from employing VDR at system level.

Index Terms—Free space optics, low Earth orbits (LEO) satellite
communications, Variable Data Rate (VDR).

I. INTRODUCTION

IN RECENT years, optical communications have become
increasingly appealing to the space industry. Beyond sci-

entific experiments and demonstrations, new multi-year com-
mercial missions resorting to optical links have emerged. For
example, the European data relay system (EDRS) involves two
geostationary satellites and tens of thousands of optical links
materialized [1]. From low Earth orbits (LEO), direct-to-Earth
(DTE) optical communications appeal not only to institutional
missions (e.g., to download payload telemetry data of Earth
observation missions), but can potentially have a significant
commercial application [2].

Currently flying and planned optical LEO-DTE systems trans-
mit at a constant data rate (CDR) while passing over an optical
ground station (OGS) [3]. Such a transmit mode does not take
into account the fact that the characteristics of the propagation
channel may vary significantly during the satellite pass. Indeed,
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channel impairments like the free space loss, the atmospheric
attenuation, and the turbulence of the refractive index of the
atmosphere show a strong dependence on the satellite elevation
angle [4]. In particular, the atmospheric turbulence, whose effect
is known as scintillation, is the main source of fading that affects
the optical signal [5]. Given such a high channel variability
during the satellite pass, the CDR transmission mode requires a
trade-off between two desirable but contrasting features: a high
transmission data rate and a long satellite visibility window.
Indeed, adopting a high data rate would require favourable
channel conditions, typically available only at high elevation
angles, which implies a reduced duration of the transmission
window. On the other hand, a long transmission window requires
the link closure at low elevation angles, that only low data
rates would allow. Even when this trade-off is optimized, the
CDR approach inevitably causes a significant throughput and
data return loss compared to the theoretically available channel
capacity.

An intuitive way to tackle this issue is a variable data rate
(VDR) approach aiming at reducing the performance gap with
respect to the channel capacity and, at the same time, allowing
a longer visibility window. This can be achieved by splitting the
pass of the LEO satellite in predefined sectors, and optimizing
the data rate in each of them. The same concept is being already
adopted, for example, by the next generation of Copernicus mis-
sions to download Earth observation data from LEO satellites on
high data rate radio frequency (RF) links. In particular, the VDR
concept is based in this case on the variation of the modulation
order and of the rate of the forward error correcting (FEC)
code [6]. However, in typical optical LEO-DTE waveforms,
such as the one currently defined by the Consultative Committee
for Space Data Systems (CCSDS) Optical Working group and
referred to as Optical On-Off Keying (O3K), the modulation is
fixed, hence it cannot be exploited as a degree of freedom to
implement the VDR. In addition, the dynamic range offered by
the variation of the FEC code rate alone turns out to be quite
limited when compared to the link budget variability affecting
the optical channel.

Other approaches to cope with variable channel conditions
are of course possible, including ARQ-like strategies such as
those adopted in [7] or in [8]. Such link-layer feedback pro-
tocols are especially needed when a high and constant data
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rate is adopted to exploit the short visibility window, like in
NASA’s TeraByte InfraRed Delivery (TBIRD) system, where
large burst rates up to 200 Gbps are used [8]–[10]. Different
possible implementations of the variable data rate paradigm
have been proposed, both in coherent and in pulsed FSO trans-
mission systems. In [11], the code rate and the modulation
format are adjusted, for a coherent optical link. For pulsed
optical systems, instead, a multi-rate optical transceiver was
implemented in [12] with pulse position modulation, which
achieves a very high sensitivity at the cost of decreased spec-
tral efficiency. Adaptive rate optical terminals have been pro-
posed and developed within the context of the NASA Laser
Communications Relay Demonstration (LCRD) [13]–[16]. The
multi-rate modems discussed in these papers are based on DPSK
modulation, which differs from the OOK considered here and
under current standardization, and their emphasis is on tech-
nology and on the development of a space grade terminal for
GEO downlinks and possibly including adaptive optics (AO)
and a large ground telescope. Hence, the sizing of the channel
interleaver and its interplay with VDR were not investigated
in [13]–[16]. Furthermore, the variable rate in [12]–[15] is real-
ized by resorting to a variable duty-cycle approach that suffers
from hardware non-idealities such as worse performance under
higher extinction ratios or non-linearities appearing at very low
duty-cycles.

The focus of this paper is instead on LEO downlink, with a
low cost receiver without AO and small ground telescope. Thus,
we put emphasis on waveform design, receiver synchronization
and system benefits of VDR. The expected benefit in terms of
throughput has already been forecast in previous works, mostly
under ideal conditions and irrespective of the technological
implementation. In [17], an improvement in throughput by a
factor of 3 was obtained by assuming an ideally continuous
adaptive data rate, without addressing issues related to the
receiver design. In [18], similar throughput gains were achieved
by ideally varying the symbol period (in a large but discrete
set of values), in the presence of signal-dependent noise.
A larger gain was shown to be achievable when the receiver is
thermal-noise-limited and / or the transmitted power is employed
as an extra degree of freedom.

In this paper, a novel way of implementing VDR in optical
LEO-DTE on-off keying (OOK) waveforms is proposed, relying
on the spreading of data in order to achieve the highest symbol
rate allowed by the link budget in each sector of the satellite
pass. In essence, the proposed VDR concept relies on trans-
mitting always at a fixed chip rate and adapting the data rate
by repeating/spreading each data symbol by a desired factor.
Different flavours of VDR are possible [19], [20] but would
require modifications of the hardware at both transmitter and
receiver sides. For example, when the symbol rate is changed,
synchronization has to be reacquired and, for this reason, only a
few values of the symbol rate can be adopted, which results in a
significant loss of data return. The proposed approach, instead,
requires only digital baseband operations and the receiver archi-
tecture is not sensitive to the adopted spreading factor. In order
to evaluate the average throughput gain brought about by VDR,

we calculate the link budget by considering a specific OGS in
Southern Italy, for which we assume a receiver employing an
avalanche photodiode (APD) for the opto-electric conversion.

The intended contribution of this paper is twofold: first, we
propose novel architectures that implement VDR in a hardware-
efficient way, that shifts most of the complexity to the digital
processing domain; second, all the technical issues for the
implementation of the proposed architectures are discussed (in
Section II and III), from the selection of spreading and pilot
sequences to the details of synchronization and fading estimation
algorithms, for which novel solutions are proposed.

The paper is organized as follows. The general design aspects,
that apply to both CDR and VDR systems, are discussed in
Section II. In particular, a possible transmitter and receiver
architecture for a CDR system is described and a novel frame
and timing synchronization procedure is discussed. Section III
presents an overview of the proposed VDR concept along with
a critical discussion on how to achieve it with appropriately
selected spreading sequences. The necessary modifications to
the transmitter and receiver architectures for a VDR system
are also discussed in Section III. Section IV reports general
physical layer simulation results with FEC coding and channel
interleaving, used to cope with channel fading, thermal noise,
and the shot noise generated by the APD. Section V presents
a system level analysis of the gains offered by VDR in terms
of average throughput, compared to the performance of CDR
transmission. Finally, conclusions are drawn in Section VI.

II. GENERAL DESIGN ASPECTS

A. System Model

We consider a free space optical (FSO) communication
system employing the OOK modulation and assume that
the receiver employs an APD [21], so that both thermal
and shot noise have to be considered. In particular, the
power spectral density (PSD) of the shot noise depends on
the transmitted symbol, hence the sum of thermal and shot
noise is modeled as a non-stationary additive Gaussian noise
process. The received signal after the APD can thus be
expressed as

r(t) = s(t− t0;h,a) + w(t− t0) (1)

where s(t− t0;h,a) and w(t− t0) are the useful signal and the
noise process at the receiver, both affected by an unknown delay
t0 introduced by the channel. The useful signal can be expressed
as

s(t;h,a) = h
∑
k

akp(t− kT ) (2)

beinga = {ak} the sequence of transmitted symbols1 belonging
to the alphabet {0, 1}, T the symbol time, and h an amplitude
which is typically unknown as a consequence of the random

1Since the chosen modulation format is OOK, in the following we will use
“bit” and “symbol” as synonyms.

Authorized licensed use limited to: Universita degli Studi di Parma. Downloaded on August 03,2022 at 10:43:27 UTC from IEEE Xplore.  Restrictions apply. 



ARAPOGLOU et al.: VARIABLE DATA RATE ARCHITECTURES IN OPTICAL LEO DIRECT-TO-EARTH LINKS 5543

Fig. 1. Transmitter architecture.

nature of the scintillation and absorption phenomena charac-
terizing an FSO link. We consider a non-return-to-zero (NRZ)
transmission, where the duration of the rectangular shaping pulse
p(t), here assumed with unit energy, is one symbol period:

p(t) =

{
1√
T

0 ≤ t < T

0 otherwise.
(3)

The noise process w(t) in (1) can be expressed as

w(t) = wth(t) + wsh(t)
√
T
∑
k

akp(t− kT ) , (4)

i.e., as the sum of the thermal noise wth(t), assumed to be white
and Gaussian with two-sided PSDN0/2, and of the independent
shot noise wsh(t), still white and Gaussian, with two-sided PSD
Nsh/2 (possibly depending on h). From (4), when a symbol
“0” is transmitted, we have thermal noise only with PSD N0/2,
whereas when a symbol “1” is transmitted, the noise is the sum
of wth(t) and wsh(t) with PSD N1/2 = (N0 +Nsh)/2.

The unknown delay t0 in (1) can be expressed as the sum of a
component multiple of T plus a residual fractional delay τ , i.e.,

t0 = k0T + τ . (5)

The above expression of t0 is functional to the procedure
adopted at the receiver to estimate the unknown delay. Indeed,
the estimation of t0 is performed in two separate steps, called
frame and timing synchronizations, whose order depends on the
chosen receiver architecture. In one step, the estimation of k0
is performed by exploiting proper fields of known symbols,
which yields a coarse alignment. In the other step, a timing
synchronization algorithm has instead the task of estimating the
fractional delay τ .

B. Transmitter and Receiver Architecture for Constant Data
Rate

In order to perform frame and timing synchronization, as well
as to estimate the value of h, we resort to a receiver architecture
that performs data-aided (DA) estimation, hence we assume that
blocks of P pilot symbols are periodically inserted in the trans-
mitted data stream. When the channel coherence time is large,
the distance between blocks of pilots can be chosen according
to a maximum allowed overhead. Otherwise, the number of
pilot fields and the distance between them has to be properly
designed by addressing a trade-off between estimation accuracy
and overhead minimization.

The transmitter architecture is shown in Fig. 1. The codewords
at the output of the FEC channel encoder are interleaved by using
a proper convolutional interleaver [22]. Interleaving is required
since atmospheric turbulence is a slowly varying phenomenon
with a very long coherence time. Pilot fields in blocks of P bits

are then inserted and the resulting bit stream is then modulated
using an OOK modulation with NRZ pulses.

The receiver architecture is reported in Fig. 2. After the APD
(and the transimpedance amplifier, TIA, not reported in the
figure), we assume that a matched filter (MF) is present. In
general, we assume that N samples per symbol are extracted
and processed at the output of the MF. Frame synchronization is
performed first, by searching the correct alignment with the pilot
fields.2 DA timing synchronization is performed next, together
with the estimation of the unknown amplitude h. The number
of samples is then reduced, from N to only one sample per
symbol, by interpolating the samples processed by the receiver.
After pilot removal, the log-likelihood ratios are computed,
deinterleaved, and passed to the decoder.

We seek algorithms able to perform DA frame and timing
synchronization, with a trade-off between performance and
complexity that privileges the simplicity of the receiver. As it
is intuitive, at very low levels of received power Pavg, it is the
thermal noise that dominates over shot noise. This conclusion
can be confirmed not only by numerical simulation but also by
the computation of theoretical bounds (such as the modified
Cramér-Rao bound, MCRB), showing that the values computed
with or without shot noise practically coincide when Pavg is
very low.3 Since this is indeed the low-power regime at which
we expect the receiver to operate, we shall derive a synchro-
nization algorithm under the assumption that only thermal noise
is present. In any case, performance will be assessed, in the
numerical results that follow, in a realistic scenario with both
thermal and shot noise.

The receiver architecture described above has a major disad-
vantage: when the clock frequency is not stable and significantly
changes over time or drifts due to the motion of a LEO satellite,
a DA timing estimation algorithm is not able to track these
variations if, between two consecutive pilot fields, they produce
a slip of a symbol period (or a chip period in case of VDR,
see Section III). The instability of the clock frequency is in
practice a minor problem since sufficiently stable oscillators are
nowadays available. As far as the motion effects are concerned, if
the satellite knows its relative position with respect to the ground
station, timing drifts can be precompensated at the transmitter.
Otherwise, the only alternative is the use of a closed-loop non-
data-aided (NDA) timing synchronization algorithm (possibly
of the second order) able to track these variations.

We thus also consider a different receiver architecture, shown
in Fig. 3, in which timing synchronization is performed in
closed-loop NDA mode prior to any other receiver function. In
particular, we will assume, for complexity reasons, that timing
synchronization is performed by using at most N ≤ 2 samples
per symbol. After timing synchronization and interpolation, the
remaining functions are performed by using only one sample

2We assume that the channel coherence time is such that the channel can be
considered as constant at least during a codeword length. Although, in general,
more pilot fields can be employed to perform DA synchronization, we shall
instead assume that the channel estimate, obtained by using a single pilot field,
remains valid only for a codeword length.

3Such a theoretical investigation is however beyond the scope of the present
work and will not be further addressed.
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Fig. 2. Receiver architecture for DA timing synchronization.

Fig. 3. Receiver architecture for NDA timing synchronization.

per symbol. In particular, the alignment with the pilot fields
(i.e., frame synchronization) is performed jointly with amplitude
estimation in DA mode, by using, for example, the algorithms
described in [23]. After pilot removal, the log-likelihood ratios
are then computed, deinterleaved, and passed to the decoder, as
in the previous case.

Even in the case of NDA timing synchronization, we can
adopt algorithms that were derived under the assumption that
shot noise is absent. The same considerations indeed apply as in
the case of DA timing synchronization, since receivers operate
at very low values of Pavg where thermal noise is dominant over
shot noise.

C. Frame and Timing Synchronization

Suppose to observe a chunk of the continuous-time received
signal (1), with support [t̃0, t̃0 + LT ], where L = P is chosen
equal to the length of the pilot sequence.4 The value t̃0 is a
tentative value of the actual channel delay t0, that is assumed by
the receiver and can be expressed as t̃0 = k̃0T + τ̃ . We assume
that the symbols in the observation window are known, as is the
thermal noise PSD. On the contrary, the amplitude h is unknown
and will be jointly estimated with timing; its tentative value at
the receiver is denoted by h̃. The likelihood function for the joint
estimation of t0 and h, under the assumption that the shot noise
is negligible, is [24]

Λ(t̃0, h̃) =

∫ t̃0+LT

t̃0

r(t)s(t− t̃0; h̃,a)dt

− 1

2

∫ t̃0+LT

t̃0

s2(t− t̃0; h̃,a)dt

=

∫ t̃0+LT

t̃0

r(t)

[∑
k

h̃akp(t− kT − t̃0)

]
dt

− 1

2

∫ t̃0+LT

t̃0

[∑
k

h̃akp(t− kT − t̃0)

]2
dt

= h̃

L−1∑
k=0

akx(kT + t̃0)− 1

2
h̃2

L−1∑
k=0

a2k , (6)

4In a more general setting, the observation window with length L symbols
can be the union of different disjoint windows with length P symbols. Such a
generalization to multiple pilot sequences is straightforward.

where

x(t) =
1√
T

∫ t+T

t

r(α)dα = h
∑
k

akg

× (t− kT − t0) + n(t− t0) (7)

is the signal at the output of the MF. More precisely, n(t− t0)
is the filtered noise while g(t) is the triangular autocorrela-
tion function of the rectangular transmission pulse p(t). The
maximum value of g(t) is equal to 1, since we assumed p(t)
with normalized energy, then g(t) linearly decays on both sides
of the time origin. By defining the set of indices K1 = {k ∈
{0, 1, 2, . . . , L− 1} : ak = 1}, corresponding to bits “1” in the
sequence of L known symbols, and by K1 = |K1| their total
number, (6) can be compactly expressed as

Λ(t̃0, h̃) = h̃
∑
k∈K1

x(k̃0T + kT + τ̃)− 1

2
h̃2K1 . (8)

Samples {x(k̃0T + kT + τ̃)} can be obtained by sampling the
matched filter output, with symbol spacing and with a tentative
delay t̃0 = k̃0T + τ̃ . Defining their sum over K1 as

Γ(k̃0, τ̃) =
∑
k∈K1

x(k̃0T + kT + τ̃) , (9)

the objective is to maximize it over the possible values of the
delay, hence to estimate k0 and τ as

(k̂0, τ̂) = argmax
k̃0,τ̃

Γ(k̃0, τ̃) . (10)

Hence, the following estimate for the attenuation h,

ĥ =
Γ(k̂0, τ̂)

K1
(11)

ensures that the likelihood function in (8) is maximized too.
Note that there is an implicit ambiguity in the maximization in
(10), since the choice for the pair (k̂0, τ̂) is equivalent to the
choice, e.g., for (k̂0 − 1, τ̂ + T ). This ambiguity is solved by
constraining τ in an interval with duration T , such as [0, T ) or
[−T/2, T/2).

The procedure for frame and timing synchronization is per-
formed in two separate steps. Recall that N samples per symbol
are extracted at the output of the MF, which correspond to N
different hypotheses for the values of τ̃ . Namely, N specific
values τ̃ + ñ T

N (with ñ ∈ {0, 1, . . . , N − 1}) are considered at
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the receiver. The frame synchronization step of the algorithm
consists in a coarse search, in which we look for the maximum
of Γ in a sliding window fashion. The search is performed with
the constraint that τ̃ takes one of the N considered values, hence
the metric Γ is computed according to (9) by using L samples
with spacing T .5 The grid ofL samples is then shifted in time by
T/N at every step, by increasing the value considered for ñ (or
otherwise increasing k̃0 and resetting ñ to zero, when ñ = N ).
The frame synchronization step can be terminated by declaring
that the alignment is found when the likelihood function exceeds
a properly optimized threshold. When the alignment is declared,
a verification step can be implemented by looking for other
maxima in correspondence to the next pilot fields. This will help
reducing the false alarm probability while the miss-detection
probability can instead be reduced as much as required, by
increasing L or otherwise by waiting for a sufficiently long
time, since pilot fields are periodically inserted in the continuous
transmitted stream. The symbols belonging to a pilot field need
to belong to a sequence whose autocorrelation shows a clearly
isolated maximum at the time origin. A very good choice, in
this respect, is represented by the maximum length sequences
or M-sequences [25].

The frame synchronization step yields not only the estimate
k̂0 for the frame index but also a coarse timing estimate for
τ , corresponding to the selected value n̂ for ñ: we denote
it by τ1 = τ̃ + n̂ T

N . If the frame synchronization is effective,
then the residual error τ1 − τ lies within a sample interval,
hence we can define a residual relative error ε = (τ1 − τ)/T ∈
[−1/(2N); 1/(2N)], and the metrics in (9) can be equivalently
expressed with a single argument, as

Γ(ε) = h
∑
k∈K1

∑
k′

ak′g((k − k′)T + εT ) + n(kT + εT ) ,

(12)
where (7) is used to express the matched filter output x(t).
Considering that g(t) extends in the interval [−T ;T ], only two
terms can contribute to the inner summation in (12), namely the
symbols ak±1 next to ak. Hence,

Γ(ε)=h
∑
k∈K1

[g(εT ) + ak−1g((ε+ 1)T ) + ak+1g((ε− 1)T )]

+ n(kT + εT )

= h [(K1 −K11)g(εT ) +K11g11(εT )] + n1(εT ) ,
(13)

where n1(t) =
∑

k∈K1
n(t+ kT ) is the sum of filtered noise

samples affecting the “1” symbols and we defined g11(t) =
g(t+ T ) + g(t) + g(t− T ) as the sum of three adjacent au-
tocorrelations (which is trapezoidal, in our case). In (13), we
define K11 as the number of “11” subsequences in the known
pilot field. The noiseless part of the metric Γ(ε) in (13) can be
computed, based on the autocorrelation g(t) and its threefold
version g11(t), as a function of the normalized error ε. Since the
autocorrelation g(t) is more peaked with respect to its smoother

5As mentioned, in a more general setting the L samples do not need to
correspond to a single pilot field but more fields can be employed if the channel
coherence time is sufficiently long.

summed version g11(t), then it is easy to see that, for the purpose
of timing estimation, a good pilot sequence is such that K1 is
much larger than K11, so that the resulting metric Γ(ε) reaches
a sharp maximum around the zero of timing error ε.

The function Γ(ε) should be maximized in the interval ε =
(τ1 − τ)/T ∈ [−1/(2N); 1/(2N)]. Within this interval, since
g11(εT ) is constant in (−1 ≤ ε ≤ 1), (13) has a triangular shape
whose expression is

Γ(ε) = h [(K1 −K11)(1− |ε|) +K11] + n1(εT ) , (14)

where, in the absence of noise, hK1 is the maximum value of
Γ(ε) at ε = 0 and hK11 its minimum value at ε = ±1. These
values depend on the pilot sequence, hence they are known at
the receiver.

Let us shortly denote by Γ0 = Γ(k̃0, τ1) the maximum of
the metric in (9) that stems from frame synchronization, and
by Γ± 1

N
the two neighbouring samples, corresponding to the

metric computed at indices (k̃0, τ1 ± T
N ). As stated, if frame

synchronization is correct, then the time-continuous residual
error εT lies in an interval [−T/(2N);T/(2N)] with amplitude
T/N . Let us suppose to have operated the frame synchronization
algorithm with N ≥ 2 samples per symbol interval. Γ0 thus
corresponds to the estimated start of the frame while Γ− 1

N
and

Γ 1
N

are its neighbouring values, spaced by a fraction of the
symbol period on both sides of Γ0 (clearly, it is Γ0 > Γ± 1

N
) and

we shall use the three values for the estimation of the residual
timing error. Given the triangular profile (14) of Γ(ε) within
(−1 ≤ ε ≤ 1),N ≥ 2 samples per symbol ensure that, no matter
where the maximum sample Γ0 is located within the interval
ε ∈ [−1/2N ; 1/2N ], the following linear interpolation yields
the maximum of (14):

ε̂ =
1

2N

Γ− 1
N
− Γ 1

N

Γ0 −min{Γ− 1
N
,Γ 1

N
} . (15)

This hence defines the estimate for the residual relative timing
error. Note that in the case of a VDR system, timing estimation
via (15) can be accomplished even by using N = 1 sample per
symbol, provided that proper spreading sequences are employed,
as further discussed in Section III-B.

The estimate of τ is finally obtained as

τ̂ = τ1 − ε̂T .

The maximum of the metric in (14) can be equally expressed in
an easy way, resorting to the triangular shape of Γ(ε), in terms
of the three samples above,

Γmax = Γ0 +
1

2

∣∣∣Γ− 1
N
− Γ 1

N

∣∣∣ (16)

and, from this, the amplitude estimation can be found from the
general relationship (11):

ĥ =
Γmax

K1
. (17)

Besides the DA timing and amplitude estimation described
above, the receiver can adopt a NDA timing estimation that is
performed first, according to the architecture reported in Fig. 3.
Frame synchronization, i.e., the alignment with the pilot field, as
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well as amplitude estimation can be performed at a subsequent
stage, after interpolation and downsampling, by using only one
sample per symbol [23]. For the timing synchronization, one
of the traditional algorithms proposed in the literature can be
used. In the numerical results described in Section IV, we
compare the NDA early-late detector (ELD) technique with that
proposed by Gardner [24], both achieving good performance
in the considered system scenario. Note that we only consider
schemes based on digital signal processing, neglecting highly
suboptimal clock recovery schemes that are based on an analog
circuitry, as those described in [26], [27].

III. VARIABLE DATA RATE SYSTEM DESIGN

A. The Variable Data Rate Concept

The proposed VDR approach is based on the assumption
that the OOK modulation scheme is used, which is particu-
larly suitable for low-complexity optical LEO-DTE communica-
tions [28]. In addition, OOK is the modulation format of choice
in the ongoing CCSDS standardization of the optical LEO-DTE
physical layer, referred to as O3K [29]. In particular, to cater for
a variety of system configurations, the O3K standard allows for
a wide set of symbol rates, ranging from around 1.2 Msym/s to
10 Gsym/s.

Despite such a wide range of symbol rates, the current concept
of operations (ConOps) for optical typical LEO-DTE links
has been to select only one of them and transmit at a CDR
during the pass over the OGS. This approach, as discussed in
the introduction, is clearly suboptimal. Instead, the VDR-based
ConOps relies on splitting the pass in a predefined set of sectors,
and selecting the optimal symbol rate for each of them in
a pre-programmed manner. The symbol rate is thus selected
so as to close the link under the different channel conditions
experienced during a pass. The available channel capacity is
thus incrementally exploited as the channel conditions improve.

The proposed method to seamlessly change the symbol rate
during the pass is to spread the data symbols to the highest
possible chip rate the transmit or receive hardware can support.
Since both transmitter and receiver always operate at a constant
chip rate, the VDR is implemented by changing the spreading
factor in each sector of the pass, so that the underlying symbol
rate matches the selected symbol rate for each sector.

While the idea of VDR is not new per se, the implementation
proposed here allows a straightforward extension of the novel
reception techniques discussed in Section II (synchronization
and fading estimation algorithms) from CDR to VDR system.
In addition, the data spreading technique adopted here calls for
a detailed analysis of the spreading sequances to be adopted,
which we discuss next.

B. Selection of the Spreading Sequences

The VDR technique foresees the use of spreading sequences
to represent the bits “0” and “1”. The chip rate is kept constant
whereas the symbol rate is decreased by increasing the length
of the spreading sequences. In other words, we may express the

transmitted signal as

s(t) =
∑
k

M−1∑
m=0

sm(ak)p [t− (kM +m)Tc]

where [s0(a), s1(a), . . . , sM−1(a)]
T is the spreading sequence

associated with bit a ∈ {0, 1}, composed of binary symbols
belonging to the alphabet {0, 1}.M is the length of the spreading
sequence,Tc is the chip time, and p(t) is a rectangular pulse with
unit energy and duration Tc, i.e.,

p(t) =

{
1√
Tc

0 ≤ t < Tc

0 otherwise .
(18)

Regarding the lengthM of the spreading sequence, it is assumed
that the possible values are M = 20, 21, 22, . . . We assume
perfect synchronization at the receiver. The signal at the output
of a filter matched to the pulse p(t) is sampled at time instants
(iM + �)Tc obtaining the samples

xiM+� = hs�(ai) + niM+� (19)

where h is the channel attenuation, taking into account the at-
mospheric turbulence, and {niM+�} are zero-mean independent
random variables with variance σ2(s�) = σ2

0(1− s�) + σ2
1s�,

where σ2
0 = N0

2 and σ2
1 = N1

2 . These samples will be used
to compute the log-likelihood ratios (LLRs) to be sent to the
decoder. The LLR for symbol ai can be computed as

λ(ai) = ln

∏M−1
�=0 p(xiM+�|ai = 1)∏M−1
�=0 p(xiM+�|ai = 0)

=

M−1∑
�=0

ln p(xiM+�|ai = 1)−
M−1∑
�=0

ln p(xiM+�|ai = 0)

=
1

2

M−1∑
�=0

{
ln

σ2
0 [1− s�(0)] + σ2

1s�(0)

σ2
0 [1− s�(1)] + σ2

1s�(1)

− [xiM+� − hs�(1)]
2

σ2
0 [1− s�(1)] + σ2

1s�(1)

+
[xiM+� − hs�(0)]

2

σ2
0 [1− s�(0)] + σ2

1s�(0)

}
(20)

i.e., as the sum of the LLRs associated with each chip.
The first problem to be solved is related to the selection of the

spreading sequences. From (20), we can easily observe that, if for
some � we select s�(0) = s�(1), the corresponding contribution
of xiM+� to the LLR will be zero and this will produce a
performance loss since that sample is not exploited for detec-
tion/decoding. Hence, the two spreading sequences correspond-
ing to “1” and “0” must be complementary and we can simply
provide one of them (for example the one corresponding to the
bit “1”).6 We will select s�(1) = s� and s�(0) = s� = 1− s�,
i.e., s� is the bit complementary to s�. With this choice, the LLR

6We shall assume in the following that, for a given M , σ0 and σ1 do not
depend on the choice of M1, i.e., on the spreading sequence. We will see in
Section IV-B that this could not be the case.
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can be expressed as

λ(ai) =
1

2

M−1∑
�=0

{
ln

σ2
0s� + σ2

1(1− s�)

σ2
0(1− s�) + σ2

1s�

− [xiM+� − hs�]
2

σ2
0(1− s�) + σ2

1s�
+

[xiM+� − h(1− s�)]
2

σ2
0s� + σ2

1(1− s�)

}
.

(21)

Considering the fact that the LLR is given by the sum of
independent contributions, we can also state that the perfor-
mance of a pair of spreading sequences (that for bit “1” and
the complementary spreading sequence for bit “0”) will depend
on the number M1 (0 ≤ M1 ≤ M ) of chips “1” in the spreading
sequence corresponding to bit “1,” and will be independent of
their position. Our aim is thus to select the value of M1 which
maximizes the performance.

Without loss of generality, we will assume that the spreading
sequence corresponding to bit “1” is as follows

s(1) = [s0(1), s1(1), . . . , sM−1(1)]
T = [1, . . . , 1︸ ︷︷ ︸

M1

, 0, . . . , 0︸ ︷︷ ︸
M−M1

]T .

As a consequence, the spreading sequence corresponding to bit
“0” will be

s(0) = [s0(0), s1(0), . . . , sM−1(0)]
T = [0, . . . , 0︸ ︷︷ ︸

M1

, 1, . . . , 1︸ ︷︷ ︸
M−M1

]T .

As mentioned, when transmitting the bit ai (where ai can be
either “0” or “1”), the samples {xiM+�} can be expressed as
(19) where the variance of niM+� is σ2

0 [1− s�(ai)] + σ2
1s�(ai).

We thus have a memoryless channel with input ai and vector
output

xi = [xiM+0, xiM+1, . . . , xiM+M−1]
T .

Considering that we foresee the use of a capacity achieving error
correcting code, we look for the value of M1 which maximizes
the mutual information

I(A;X) = h(X)− h(X|A)
where the differential entropies h(X) and h(X|A) are defined
as

h(X) = −
∫

p(xi) log2 p(xi)dxi

h(X|A) = −
∑

ai∈{0,1}

∫
p(xi|ai)P (ai) log2 p(xi|ai)dxi

whereP (ai) =
1
2 is the a-priori probability of the input symbols,

p(xi|ai) is the conditional probability density function (PDF)
of the output given the input, and p(xi) is the output PDF. The
entropy h(X|A) can be computed in closed form and it can be
easily verified that it is independent ofM1. Thus the problem can
be restated as the search for the value of M1 which maximizes
the entropy h(X). The pdf p(xi) can be expressed as

p(xi) =
1

2
p(xi|ai = 0) +

1

2
p(xi|ai = 1) (22)

where, considering the structure of s(0) and s(1)

p(xi|ai = 0) =

(
1√
2πσ2

0

)M1
(

1√
2πσ2

1

)M−M1

× exp

{
− 1

2σ2
0

M1−1∑
�=0

x2
iM+�

− 1

2σ2
1

M−1∑
�=M1

[xiM+� − h]2
}

p(xi|ai = 1) =

(
1√
2πσ2

1

)M1
(

1√
2πσ2

0

)M−M1

× exp

{
− 1

2σ2
1

M1−1∑
�=0

[xiM+� − h]2

− 1

2σ2
0

M−1∑
�=M1

x2
iM+�

}
.

Unfortunately, the entropy h(X) cannot be expressed in closed
form. However, it can be numerically computed for any value
of σ2

0 , σ2
1 , and h, resorting to the following procedure.

Considering that λ(ai) is an alternative sufficient statistic,
the data processing inequality [30] ensures that I(A;X) =
I(A; Λ). This can be easily demonstrated considering that

M−1∏
�=0

p(xiM+�|ai = 1) =
eλ(ai)

1 + eλ(ai)
=

1

1 + e−λ(ai)

M−1∏
�=0

p(xiM+�|ai = 0) =
1

1 + eλ(ai)
.

By defining the function

w(x) =
1

1 + ex
ln

2

1 + ex
+

1

1 + e−x
ln

2

1 + e−x
,

we can compute I(A; Λ) as

I(A; Λ) = E[w(λ)] � 1

K

K−1∑
k=0

w[λ(ak)] (23)

i.e., through a time average over a transmitted sequence of proper
length K.7

The conclusion is that for the values of σ2
0 , σ2

1 , and h at hand,
and in the range of values ofPavg of interest, we always found that
the optimal value of M1 is M1 = M (or equivalently M1 = 0).
The best possible spreading sequences to be associated with bits
“0” and “1” are thus

s(0) = [0, 0, . . . , 0]T

s(1) = [1, 1, . . . , 1]T . (24)

This choice is conceptually equivalent to reducing the symbol
rate by enlarging the transmission pulse duration by a factor M .

7In the numerical results, the computed mutual information will be used to
show the theoretical limits in the reported bit error rate curves.

Authorized licensed use limited to: Universita degli Studi di Parma. Downloaded on August 03,2022 at 10:43:27 UTC from IEEE Xplore.  Restrictions apply. 



5548 JOURNAL OF LIGHTWAVE TECHNOLOGY, VOL. 40, NO. 16, AUGUST 15, 2022

Fig. 4. VDR transmitter.

As a consequence, the duration of each coded bit is M times
longer even at the output at the matched filter, so that the profile
of the metrics in (13) is scaled in time by the same amount and
DA timing estimation via (15) can be accomplished by using
only N = 1 sample per chip, whenever M ≥ 2.

On the other hand, there are different sequences to be preferred
from different points of view. As an example, if a NDA timing
estimation algorithm is selected, it is more convenient to increase
the number of symbol transitions. Thus, from this point of view
the best possible spreading sequences are

s(0) = [0, 1, 0, 1, . . . , 0, 1]T

s(1) = [1, 0, 1, 0, . . . , 1, 0]T . (25)

In the following, we will refer to a scheme employing the
spreading sequences (24) as “scheme 1,” whereas a scheme using
the spreading sequences (25) will be referred to as “scheme 2”.

C. Transmitter and Receiver Architecture for Variable Data
Rate

In the case of VDR, the transmitter architecture is depicted
in Fig. 4. Compared to the one considered in Section II-B for
CDR, a spreading of the coded bits is present, as discussed in
Section III-B. Since the larger the value of M , the lower the
value of Pavg, it is intuitive that in the case of spreading we will
need more pilots to perform a proper estimate of the unknown
parameters. On the other hand, if we apply the spreading to the
pilot fields too, we could destroy their autocorrelation properties,
as will be discussed in the following.

At the receiver side, we report two possible architectures,
depending on the way in which timing synchronization is per-
formed. In particular, the VDR receiver architecture based on
DA timing synchronization is shown in Fig. 5. Compared to the
DA receiver architecture for CDR in Fig. 2, there is an estimation
of the spreading factor, performed jointly with pilot alignment,
and the LLR computation is performed by using (21). Regarding
the number N of samples per chip, given the increased sample
frequency due to the spreading, we shall assume at most N = 2
in the following. A VDR receiver architecture envisaging NDA
timing synchronization is shown in Fig. 6. As discussed in
Section II-B, although timing synchronization is performed in
closed-loop NDA mode, the other parameters are estimated in
DA mode using pilots.

Let us address again the choice of the spreading factor, this
time not from the point of view of the bit error rate (BER), but
from the point of view of the estimation performance. In case
of adoption of the NDA architecture, as already stated, the best
choice for the spreading sequence is represented by the “scheme
2”. On the other hand, this spreading sequence, if applied to a
pilot field with the aim of obtaining a longer pilot field, will

destroy the autocorrelation properties of the M-sequence. As a
consequence, in this case it is better to avoid spreading the pilot
field. On the contrary, when the payload is spread by a factor
of M , we need to adopt a different pilot field with length LM ,
whereL is the length of the pilot field in the absence of spreading.
At the receiver side, after NDA timing estimation, interpolation,
and downsampling, we have to perform the alignment with
pilots (i.e., frame synchronization), amplitude estimation, and
the estimation of the spreading factor. In a LEO-DTE link,
the spreading factor employed will be a deterministic function
of the elevation angle. Hence, we can imagine that the OGS
adopts a geometry-based method [31] to predict the employed
spreading factor with, at most, an uncertainty between two
possible adjacent values, e.g., M and 2M . The receiver has to
evaluate the correlation with both pilot fields having length M
and 2M . This will allow the receiver to perform both frame
synchronization and, implicitly, the estimation of the spreading
factor. Once frame synchronization has been performed, DA
amplitude estimation can be carried out. A possible way to avoid
multiple correlations is the adoption of properly designed pilot
fields, such that the pilot field with length LM coincides with
the first half of the pilot field with length 2LM . In this way,
it would be sufficient to correlate the received signal with the
longer sequence and, from the obtained maximum value of the
correlation, one could understand if the alignment is obtained
with the shorter or the longer sequence. The details of this
procedure are omitted for brevity.

Let us now consider the DA architecture in Fig. 5. In this
case, considering that the different spreading sequences have
a limited impact on the BER performance, and since timing
synchronization is performed in DA mode using the pilot field,
we can generate a longer pilot field by spreading the original pilot
field that is used in the absence of spreading. In order to simplify
the transmitter, the same spreading sequences can then be used
for the payload too. We thus wish to investigate the impact of
different spreading sequences, as applied to obtain a longer pilot
field, on DA frame, timing, and amplitude estimation. We shall
consider the following scenarios:
� Scenario 1: In the presence of spreading, with a spreading

factor M , we obtain a longer pilot field by spreading with
“scheme 1” the pilot field sequence, which in the absence
of spreading has length L.

� Scenario 2: In the presence of spreading, with a spreading
factor M , we obtain a longer pilot field by spreading with
“scheme 2” the pilot field sequence, which in the absence
of spreading has length L.

� Scenario 3: In the presence of spreading, with a spreading
factor M , we obtain a longer pilot field by spreading the
pilot field sequence, which in the absence of spreading
has length L, with an M-sequence with length M and its
complementary sequence.8

8M-sequences have length 2P − 1 with P a proper integer [25]. On the
contrary, the spreading factors M are always a power of two. For this reason
we appended a bit “0” to the generated M-sequence. Given the spreading factor
M , we always employed binary M-sequences shifted by two steps and using a
second set of weights, as explained in [32].
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Fig. 5. VDR receiver architecture for DA timing synchronization.

Fig. 6. VDR receiver architecture for NDA timing synchronization.

� Scenario 4: In the presence of spreading, with a spreading
factor M , we obtain a longer pilot field by using a new
M-sequence with length L′ = (L+ 1)M − 1, instead of
the length L that was used in the absence of spreading.

It is worth highlighting that scenarios 3 and 4 were obtained
by using M-sequences, which have intrinsically excellent cor-
relation properties, therefore better performances are expected
in terms of miss-detection. Moreover, the first three schemes
show the advantage that different pilot fields do not need to be
stored at both transmitter and receiver. In the numerical results
in Section IV we shall compare the four scenarios above.

IV. LINK LEVEL NUMERICAL RESULTS

A. Receiver With Fixed Bandwidth

Since the OOK transmitter uses intensity modulation, we
assume that the average received optical power Pavg implicitly
accounts (among others) for the attenuating effect of turbulence.
When a bit “1,” is received, the receiver APD, with responsivity
R and multiplication factor MP , yields an average current equal
to 2PavgRMP . We set

h = 2PavgRMP

√
Tc

so as to account for the gain of the normalized transmission pulse
(18). The one-sided PSD of thermal noise current is

N0 =
4kT0

RL
, (26)

where kT0 is the receiver temperature times the Boltzmann’s
constant (k = 1.3806 · 10−23 J/K) and RL is the APD’s load
resistance. When the APD is followed by a transimpedance
amplifier (TIA), as is assumed here, the dominant source of
thermal noise is the TIA’s feedback resistor, hence we assume
that it coincides with RL. Note that the TIA’s feedback resistor
RL also determines the bandwidth of the receiver: by a simple
single-pole approximation,B = (2πRLCL)

−1, whereCL is the
APD’s load capacitance (including both the input capacitance
and a possible feedback capacitor of the TIA). The one-sided
PSD of shot noise can be expressed as [33]

Nsh = 4eMP
2FRPavg (27)

TABLE I
APD AND TIA PARAMETERS

where F is the APD excess noise factor and e is the electron
charge (1.60217662 · 10−19 C).9 In the numerical results that
follow, we use a chip rate of 10 Gchip/s and the APD and TIA
parameters in Table I, so that the receiver bandwidth is fixed at
half the chip rate (B = (2Tc)

−1) and the thermal current density,
from (26), is ith =

√
N0 � 10−11 A/

√
Hz.

In the following, separated results on the different estimation
algorithms and BER performance, given the proposed spreading
sequences, will be presented, so that each technique can be
properly evaluated. This way, a useful benchmark for each one
of the proposed techniques will be provided.

Considering the receiver architecture in Fig. 5 for VDR
transmission in the case of DA timing synchronization, we
evaluated its performance. Regarding the performance of frame
synchronization, we first considered its evaluation in terms of
miss-detection probability, defined as the probability that the
timing estimation error exceeds T/2, i.e., P (|τ − τ̂ | > T/2).
Fig. 7 reports the results for the proposed algorithm, by first
considering a system without any spreading sequence, where a
pilot field with length L = 511 is employed.10 Performance is
compared to that of a VDR system where a spreading factor
M = 16 is adopted and the four different scenarios described

9Note that in [33] an integrate-and-dump (I&D) filter, with gain (eMP )−1

and time extension equal to the pulse durationTc, is assumed to follow the APD,
so that each PSD (or noise variance) is multiplied by Tc/(eMP )2, while signal
samples include a multiplying factor Tc/(eMP ). We did not account for an
I&D filter so that the parameter values in this section apply to continuous-time
signals.

10This means that the spreading was obtained by using a M-sequence with
length 15 for scenario 3, and with length L′ = 8191 for scenario 4 (both with a
“0” padded at the end).
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Fig. 7. Miss-detection probability. The original pilot field length is L = 511
and the spreading factor is M = 16.

Fig. 8. Performance for timing estimation. The spreading factor is M = 16.

in Section III-C are considered for the spreading strategy. A
significant gain of more than 6 dB is observed, in scenarios 3
and 4, with respect to the case where no spreading is present.
On the other hand, scenario 2 provides the worst performance
within the VDR framework. Indeed, in this case the adopted
spreading sequences destroy the autocorrelation properties of
the M-sequence employed as pilot field, as expected.

Moving to timing synchronization, Fig. 8 reports the estima-
tion results in terms of normalized timing mean squared error
(MSE) versus Pavg. The four scenarios are again considered in
the case of a spreading factor M = 16. In this case, scenario 1 is
the worst, as expected. Indeed, the number of 0 → 1 and 1 → 0
transitions is the same as in the absence of spreading, so that a
spreading gain cannot be expected. On the contrary, scenario 2
is the best one since, in this case, the number of transitions is
maximized.

Finally, all four scenarios are equivalent in terms of amplitude
estimation, as shown in Fig. 9. As a conclusion, taking into
account both timing and frame synchronization, as well as
amplitude estimation, scenarios 3 and 4 must be preferred.

Fig. 9. Performance for amplitude estimation.

Fig. 10. Performance of the NDA ELD and of the NDA Gardner algorithms
for timing estimation in the case of a CDR system (BeqT = 10−3).

If synchronization is instead performed in a NDA fashion, we
can consider the simple receiver architecture in Fig. 3 for CDR
transmission, where timing estimation can be accomplished by
traditional NDA algorithms that do not require the knowledge or
the estimate of the amplitude h. Fig. 10 shows the performance
of two such algorithms in terms of normalized timing estimation
MSE versus Pavg. More precisely, the NDA ELD and the NDA
technique proposed by Gardner [24] are compared, showing an
almost identical performance, when the normalized equivalent
bandwidth is set toBeqT = 10−3. Along with simulation results,
Fig. 10 shows the MCRB computed for the considered system,
so as to highlight the margin of the achieved performance with
respect to the theoretical limit.

As a further step, we analyzed and compared the error rates
of CDR and VDR systems, focusing in particular on the impact
of the spreading factor M , where M = 1 can be seen as a de-
generate case of VDR coinciding with a CDR system, assuming
perfect synchronization in order to show a fair comparison for
the impact of different spreading schemes on the BER. Fig. 11
reports the BER performance versusPavg obtained on an additive
white Gaussian noise (AWGN) channel by using a FEC code
(a serially concatenated convolutional code, SCCC, [34] with
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Fig. 11. BER performance on AWGN channel for schemes 1 and 2 and a few
different spreading factors. A SCCC [34] with code rate 0.46 is considered.

code rate 0.46), when employing the two spreading schemes
introduced in Section III-B and different values of the spreading
factorM . A convolutional interleaver was employed, along with
one of the fading time series presented in [35] (in particular,
the time series marked as A). It can be observed that, while
the two spreading schemes deeply affect DA frame and tim-
ing synchronization procedures (as seen above in their related
scenarios 1 and 2), they have no real impact on the BER
performance, that is little affected by the repetition (scheme
1) or alternation (scheme 2) of the information bits. Hence,
although in principle the spreading sequences can be optimized,
in practice the performance gain this optimization can provide
in terms of BER is negligible. This can be theoretically justified
by observing the power range in which Fig. 11 was obtained.
At the optical power levels of interest, shot noise hardly ever
impacts on system performance, so that σ2

0 � σ2
1 can be safely

assumed in (22), therefore the resulting mutual information does
not depend on M1 and other spreading schemes could possibly
be adopted. For a given average received optical power, it is of
course the spreading factor that strongly influences the BER.
As expected, the performance scales linearly with the spreading
factor size, so that a theoretical 3 dB improvement would be
observed on the electrical signal power when the symbol period,
i.e., M , is doubled. Instead, since results are drawn as a function
of the optical power which is proportional (through the APD
responsivity R) to the electrical signal amplitude, a 1.5 dB
improvement can be observed when the spreading factor is
doubled. Fig. 11 also reports the theoretical reference of the
achievable mutual information (AMI), computed by resorting
to (23).

Fig. 11 reports the BER performance only for the AWGN
scenario while the stochastic fading due to turbulence is con-
sidered for the channel whose results are reported in Fig. 12,
where the normalized variance of h, i.e., the so called power
scintillation index (PSI), is equal to 0.1, amounting to weakly
turbulent conditions. Even in this case, results were found to
be insensitive to the adopted spreading scheme. Despite the
expected performance degradation, with respect to the results

Fig. 12. BER performance on AWGN and turbulent fading channels (PSI=
0.1), for a few different spreading factors. Results are not sensitive to the adopted
spreading scheme.

on AWGN channel (also reported in figure for comparison), the
BER curves for the fading channel are still parallel and evenly
spaced, demonstrating that the same improvement by 1.5 dB, as
in Fig. 11, applies every time the spreading factor is doubled.

B. Receiver With Variable Bandwidth

In the existing literature on LEO-DTE systems, some works
discussing possible implementations of the VDR approach claim
that a larger improvement, close to 3 dB, in terms of average
received optical power can be obtained by doubling the symbol
period [13]–[16]. Indeed, such a large and counter-intuitive gain
relies on the physical features of the receiver front-end, assumed
to consist in an APD followed by a TIA. Therein, as already
outlined in Section IV-A, the feedback resistor plays the double
role of dominant source of thermal noise, whose PSD (26) is
inversely proportional to RL, as well as of setting the receiver
bandwidth B, which is again proportional to the inverse of RL.
Hence, the overall thermal noise power is proportional to R−2

L

and can be greatly attenuated by increasing the TIA feedback
resistance, of course at the cost of a correspondingly decreased
bandwidth.

Although the focus of this work is not on the optimization of
receiver sensitivity, but rather on describing possible receiver ar-
chitectures for the systems under investigation, along with their
pros and cons, we report hereafter the enhanced gain that can
be achieved by varying the TIA feedback resistance. Of course,
this strategy is applicable only when the spreading scheme 1
is employed, since its choice is equivalent to an enlargement
of the transmission pulse, and a corresponding reduction of its
bandwidth by the spreading factor M , while the adoption of
scheme 2 or of any other spreading scheme would leave the
chip rate fixed at the maximum symbol rate, no matter how
large M is. Fig. 13 shows the BER performance for an AWGN
channel as well as for a channel with randomly turbulent fading
when the value of the TIA feedback resistance is adapted to
the used spreading factor M . For the largest value M = 16
considered in Fig. 13, the resulting RL � 2.56 kΩ still has a
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Fig. 13. BER performance on AWGN and turbulent fading channels, using
the spreading scheme 1 and a receiver with adaptive bandwidth (and noisiness),
for every M .

practical value. Regarding the practical implementation of a
TIA with variable feedback resistance and bandwidth, there have
been some studies in the literature as, e.g., [36] that discusses,
among others, the switching speed of the device. In the present
context, switching the TIA bandwidth is required only when the
symbol rate, hence M , is changed, possibly because entering a
different sector in the satellite orbit. If, however, the spreading
scheme is changed between the preamble and the payload (so
as to exploit the superior performance of spreading scheme 2
with respect to synchronization), then a switching of the TIA
configuration would be required at every transmitted packet,
which might exceed the affordable switching speed. We omit
further discussions on the implementation of this solution, since
they would go beyond the scope of this paper.

Results in Fig. 13 were obtained with the same code and power
scintillation index as in Fig. 12 and demonstrate a 3 dB gain, in
terms of average received optical power, at every doubling of
the spreading factor. These results shall be used in the system
level analysis that follows.

V. SYSTEM LEVEL ANALYSIS

Given the complexity of the systems under investigation, we
do not attempt to provide an analytical high-level model for a
LEO-DTE VDR system (as done, e.g., in [17]) but rather resort
to an analysis of the link budget. The purpose of the following
system analysis is to highlight the significant benefits in terms of
average throughput that stem from employing VDR instead of
CDR. To this purpose, a discussion on the channel characteristics
is necessary, so that a detailed link budget computation can be
provided for a realistic scenario. A similar system analysis was
partially presented in [37].

A. Channel Modeling and Link Variability

The first fundamental step for a system-level assessment
is modelling the LEO-DTE optical channel. In particular, its
dependency on the satellite elevation angle has to be accurately
captured, since it is the key feature exploited by the VDR. The

optical LEO-DTE link is assumed to be in cloud-free line-of-
sight (CFLOS) conditions. Clouds may easily block optical
signals, and OGS site diversity is needed to avoid the link
disruption [38]. For simplicity, and as it is not expected to be an
elevation dependent effect, pointing errors were not considered.
Under these assumptions, the main atmospheric effects that
degrade the LEO-DTE link are:
� atmospheric attenuation/transmittance;
� atmospheric turbulence due to changes in the refractive

index.
The atmospheric turbulence induces a fading on the optical

signal. The modified version of the Hufnagel-Valley model was
used to represent the refractive index structure constant [39].
Concerning the fading statistics, in this paper the weak turbu-
lence regime is used even for low elevation range, where the
irradiance distribution may be approximated by a lognormal
model [35]. To generate representative fading time series to
be used in Section V-B, the synthesizer described in [37] was
used. This synthesizer follows a methodology similar to the one
presented in [35] and used in Section IV for generating a log-
normal time series. A sequence of independent white Gaussian
samples is filtered by a Butterworth low pass filter to introduce
correlation, as the fading dynamics is obtained by tuning the
filter cut-off (or Greenwood) frequency and the filter order. This
tuning modifies the standard deviation of the output Gaussian
process, which therefore needs to be renormalized. Finally, the
desired statistics of the fading time series are induced by the
choice of scintillation index, which drives the values of the
parameters characterizing the lognormal distribution. In order
to get a time series independent of the link budget, the average
power of the final output must be normalized to unity. Finally,
the values of scintillation loss reported is Table II correspond to
an availability of 99.9%.

To understand the motivations for adopting a VDR transmis-
sion scheme, it is important to grasp how the channel effects may
vary with the elevation angle. Table II depicts this variability
assuming a wavelength of 1550 nm and an OGS located in
Messina, Italy (latitude = 38.1833 ◦N, longitude = 15.55 ◦E,
altitude = 507 m), that is used throughout this section as a
realistic example. The OGS receives data from a LEO satellite
on a polar orbit at 693 km altitude, very similar in orbital charac-
teristics to Sentinel 1.11 For this exercise, each pass of the LEO
satellite over the OGS is split into six sectors with equal duration,
corresponding to the elevation ranges [5 ◦, 7 ◦], [7 ◦, 10 ◦],
[10 ◦, 15 ◦], [15 ◦, 22 ◦], [22 ◦, 37 ◦], and [37 ◦, 90 ◦]. These sectors
take into account the elevation distribution of the feasible eleva-
tion range between 5 ◦ and 90 ◦. However, not the whole range
is covered in every satellite pass over the OGS location. For
this particular satellite orbit and OGS location, a complete orbit
cycle of 12 days was simulated, corresponding to 57 passes.
The considered split of the possible elevation range defines
six sectors of equal duration based on the overall elevation
distribution. This eases the corresponding analysis and also the
system operations. Of course, a change in the satellite orbit or
in the OGS location would result in a different distribution of

11[Online]. Available: https://sentinel.esa.int/web/sentinel/missions/
sentinel-1
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TABLE II
CHANNEL MODELING AND LINK VARIABILITY

TABLE III
LINK BUDGET INCLUDING THE EFFECTS OF FEC CODING AND CHANNEL INTERLEAVING

elevation angle sectors. As expected, channel effects are harsher
in the lower elevation ranges and become more benign as the
elevation angle increases. From the last row of Table II, it is
clear that the dependency on the elevation angle of the channel
characteristics yields a total dynamic range of 27 dB (for this
particular link). This very wide dynamic range is what the VDR
aims at exploiting in order to bring the system throughput closer
to its capacity bound by optimizing the symbol rate in each
sector. Hence, the only parameter that is optimized, within each
sector, is the spreading factorM , for which the smallest possible
value is selected and from which stems the offered data rate.

B. Link Budget

To evaluate the average VDR and CDR system throughput
during the pass, a link budget for each of the six sectors was
calculated and reported in Table III. To derive the required
sensitivity thresholds, the selected waveform was based on OOK

with a SCCC with rate 0.46 as FEC code, and a convolutional
channel interleaver with a duration of 450 ms. As mentioned in
Section IV-B, the spreading scheme assumed for this analysis
is the repetition scheme (scheme 1). It is worth highlighting
that the results obtained in this analysis are not to be directly
compared with the performance shown in Fig. 13: the fading
profiles used here, as well as the size of the channel interleaver,
are not the same as the one used in Section IV. Further details on
the waveform and on the interleaver sizing can be found in [34].
The sensitivity thresholds required to decode the received signal
were set equal to the corresponding theoretical thresholds for
the AWGN channel shown in Fig. 13, plus an optimized fading
penalty margin dependent on the elevation angle. The values
chosen for this margin were proven in [37] to be sufficient to
accommodate for the residual power penalty resulting by the
combination of fading and channel interleaving. Indeed, most of
the loss caused by the scintillation can be effectively recovered
by suitably sized channel interleaver and FEC coding. While the
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TABLE IV
AVERAGE SYSTEM THROUGHPUT FOR CDR AND VDR

channel interleaver decorrelates the fading realizations affecting
a codeword, the FEC coding can correct the bits corrupted by
the fading events. Therefore, the entry for the scintillation loss
does not explicitly appear in Table III, but is implicitly accounted
for by the fading penalty margin. On top of this fading penalty
margin, an additional 1 dB margin was included to account for
the modem implementation losses in real hardware. This value is
representative of applications that are neither low-end (e.g., con-
sumer Internet of things applications) nor very high-end (e.g.,
international scientific missions), and can encompass a broad
range of optical LEO-DTE applications. Since a multi-mode
fiber is assumed to deliver the received light to the APD, coupling
losses were neglected [8]. The link budgets per sector resulting
from these assumptions are presented in Table III, where the
effects of FEC coding and channel interleaving are included.
The criterion for declaring the link successfully closed is having
a received optical power greater than the required optical power
(both in bold in Table III) to achieve a target BER equal to
10−4 in a realistic implementation. The link budgets also yield
the selection of the symbol rates, the resulting link margins
(computed as the difference between the received optical powers
and the required optical powers in Table III), and the offered data
rates.

C. Average System Throughput Results

Using the sector link budgets in Table III, it is possible
to compute and compare the average system throughput for
both CDR and VDR. To optimize the CDR system throughput,
Table IV presents six results for the CDR scheme. Each of these
results is computed assuming that the transmission starts in a
different sector, and that the link does not close in the preceding
ones. Since CDR adopts one single symbol rate during the whole
pass, it essentially trades a lower visibility time with a higher
average throughput. Indeed, considering the six corresponding
rows of Table IV, the best throughput for the CDR is obtained
by initiating the transmission at sector 4 and transmitting at
4600 Mbps (as shown in column 4 in Table III) for 3/6 of the pass
(i.e., during sectors 4, 5, and 6). The last row of Table IV shows
the average throughput for the VDR, that was evaluated simply
by averaging the offered data rates across the sectors, yielding
3258.3 Mbps. If compared to the best data return provided by
the CDR scheme, it is clear that the VDR approach provides an
improvement of 41.7% in terms of data return.

If a receiver with fixed bandwidth is used, as assumed in
Section IV-A, then the alternating spreading scheme (scheme 2)
can be considered. As shown in Fig. 12 by the spacing between
the AWGN curves, the spreading gain would reduce to 1.5 dB,
impacting significantly on the link budgets in Table III. With
these assumptions, the VDR gain over the CDR would reduce
to 29.2%. For brevity, these link budgets are omitted. These
results highlight how the design of the spreading sequence and
the receiver architecture may be seen as a trade-off between link
budget quality and synchronization capability.

The throughput optimization procedure detailed in this Sec-
tion illustrates a methodology, based on link budgeting, that
depends on realistic system assumptions and that can be repeated
when the OGS location or other relevant receiver characteristics
(type of APD, code rate, etc.) are changed.

VI. CONCLUSION

The paper has addressed in depth the VDR technique imple-
mented exclusively at the digital baseband layer, as a means to
optimize transparently the data return of optical LEO DTE links
employing OOK with an APD-based receiver over the whole el-
evation angle range. This was done by investigating both critical
link level aspects, such as receiver synchronization performance,
but also system level aspects, including channel modeling and
link budget. Despite the throughput gain of VDR over CDR
is very specific to a particular orbit, OGS location, spreading
sequence, and receiver architecture, in general we showed how
VDR can be used as a simple way to achieve a higher throughput
and a longer visibility period. This capability, soon to be included
in the CCSDS standard, will offer great flexibility to the next
generation of optical LEO-DTE communications.
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